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Abstract II

Abstract

As the information era progresses, the sheer volume of information calls for sophisticated

retrieval systems. Evaluating them holds the key to ensuring the reliability and relevance

of retrieved information. If evaluated with renowned methods, the measured quality is

generally presumed to be dependable. That said, it is often forgotten that most evaluations

are only snapshots in time and the reliability might be only valid for a short moment.

Further, each evaluation method makes assumptions about the circumstances of a search

and thereby has dierent characteristics. Achieving reliable evaluation is critical to retain

the aspired quality of an IR system and maintain the condence of the users. Therefore,

we investigate how the evaluation environment (EE) evolves over time and how this might

aect the eectiveness of retrieval systems. Further, attention is paid to the dierences in

the evaluation methods and how they work together in a continuous evaluation framework.

A literature review was conducted to investigate changing components which are then

modeled in an extended EE. Exemplarily, the eect of document and qrel updates on

the eectiveness of IR systems is investigated through reproducibility experiments in the

LongEval shared task. As a result, 11 changing components together with initial measures

to quantify how they change are identied, the temporal consistency of ve IR systems

could precisely be quantied through reproducibility and replicability measures and the

ndings were integrated into a continuous evaluation framework. Ultimately, this work

contributes to more holistic evaluations in IR.

Keywords: Continuous Evaluation, Longitudinal Evaluation, Evaluation Environment



Kurzfassung III

Kurzfassung

Das fortschreitendende Informationszeitalter und die damit einhergehende Menge an In-

formationen erfordern fortschrittliche Retrieval-Systeme. Um sicherzustellen, dass diese

relevante Ergebnisse nden und somit zuverlässig funktionieren, ist eine Evaluation dieser

Systeme unerlässlich. Gängige Evaluationsmethoden gelten hierzu als verlässlich. Da sie

aber oft nur auf Momentaufnahmen basieren, könnte ihre Geltungsdauer begrenzt sein.

Zudem trit jede Evaluationsmethode unterschiedliche Annahmen über die Umstände

einer Suche und kann daher auch entsprechend nur bestimmte Aspekte eines Retrieval-

Systems zuverlässig bemessen. Verlässliche Evaluationen sind aber entscheidend, um die

angestrebte Qualität des Retrieval-Systems zu erhalten und das Vertrauen der Nutzenden

zu bewahren. Um diesem Problem zu begegnen, untersucht diese Arbeit, wie sich die

Evaluation Environment (EE) im Laufe der Zeit entwickelt und inwiefern sich diese En-

twicklung auf die Eektivität von Retrieval-Systemen auswirken könnte. Darüber hinaus

werden die verschiedenen Evaluationsmethoden sowie deren mögliche Kombinationen im

Rahmen von Continuous Evaluation in den Blick genommen.

Durch eine umfassende Literaturrecherche wurden zunächst sich verändernde Kom-

ponenten identiziert und die EE darauf basierend erweitert. Auûerdem wurde mithilfe

von Reproduzierbarkeitsexperimenten exemplarisch die Auswirkung von Dokument- und

Qrel-Updates auf Retrieval-Systeme im Rahmen des Long-Eval Shared Task untersucht.

Hierbei konnten 11 sich verändernde Komponenten sowie erste Maûe zur Quantizierung

ihrer Veränderungen identiziert werden. Weitergehend wurde die zeitliche Stabilität von

fünf Retrieval-Systemen durch Reproduzierbarkeits- und Replizierbarkeitsmaûe präzise be-

messen. Die Ergebnisse wurden abschlieûend in ein Continuous Evaluation Framework in-

tegriert. So leistet diese Arbeit einen Beitrag zur ganzheitlichen Evaluation im Information

Retrieval.
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1 Introduction

With a steadily increasing volume of information in the information era, dierentiating

between relevant and irrelevant information is an increasing challenge for Information Re-

trieval (IR) administers. IR nds application from large-scale web search to private search

on individual level. Beyond ad-hoc search, IR systems are also foundational components

in recommender systems and chatbots for question-answering. Increasingly sophisticated

systems assist users to process information, not solely restricted to text but across all media

types. Thereby, over the last decades, IR systems became more contextual and personal

and increasingly depend on these factors for relevance ranking (Hofmann et al., 2016).

Given that, it is not surprising that we interact with an IR system of any kind on a daily

basis (Manning et al., 2008). These systems are often a signicant inuence on how we

consume, how we are entertained or how we educate ourselves.

We naturally rely, sometimes almost blind on the IR system to retrieve the best results

possible. To ensure the quality of an IR system, the eectiveness is evaluated in experi-

ments. These experiments focus either on the absolute quality of a system, in terms of the

utility for the users or on the relative quality in comparison to other IR systems (Balog &

Zhai, 2023). Achieving reliable evaluations is critical, because false assumptions might be

made, leading to misinvestments of time and money. Further, the choice of the system in-

uences which information is presented and is accessible to users. This directly contributes

to their understanding of the world. Ultimately, a awed system may lead to situations in

which critical information may be withheld.

Evaluations in IR are often based on short snapshots in time. This raises the question

to what extent the results are generalizable for longer periods. Or, in other words, how

temporal reliable the predominant evaluation methods actually are. To investigate that,

evaluations based on multiple points in time need to be put in context. However, it

is observed that many evaluation methods are not necessarily repeatable and a direct

comparison is hardly possible (Balog & Zhai, 2023; Soboro, 2006; Tan et al., 2017).

To achieve temporaly reliable evaluations, it needs to be investigated how the evaluation

environment changes over time and how that aects the IR system.

1.1 Research Questions and Methodology

Based on the described problems and the related work, the following research questions

are formulated and answered in this work.

RQ1 How is the environment of an IR system evolving? Many factors inuence an IR

system and potentially aect the evaluation. These factors are further assessed in

the three sub-questions:

RQ1.1 What are the evolving components of an IR environment? The environment

of an IR system comprises of various components of dierent kinds. To

precisely dierentiate and locate the eects, the individual components

need to be identied.



1 Introduction 2

RQ1.2 How do the components in an IR evaluation environment evolve? The dif-

ferent components may evolve over time and do so dierently. Identifying

these changes is necessary to understand and distinguish them.

RQ1.3 How can this evolution be measured? Measururing how the components

evolve is paramount for comparing the changes and their inuence on the

eectiveness evaluation.

By answering these research questions, the EE can be specied better. This is a

necessary prerequisite for factoring changes during continuous evaluations and ulti-

mately achieving temporaly persistent results. Research question one is addressed

in Section 3, where the three sub-questions are answered and in Section 4, where

the EE is further specied.

RQ2 How can the evolving environment of an IR system be considered in practice during

eectiveness evaluation? To achieve temporally reliable eectiveness evaluations

the environment of an IR system needs to be factored. Research question two is

addressed in Section 5.

Methodologically, the research questions are answered by means of a systematic lit-

erature review and practical participation in the LongEval shared task (Alkhalifa et al.,

2023). The literature review is founded on the methods of Silva and Neiva (2016). Based

on initial literature and keywords, literature databases are searched for relevant publica-

tions. During the process, the search is rened and a review protocol is created. Further,

inclusion criteria are determined. While the primary focus lies on continuous evaluation

techniques in IR, adjacent diciplins are included.

The LongEval shared task is used as a testbed to test initial methods for evaluating

temporal persistence. The rst sub-task asks for systems that maintain constant perfor-

mance over time. To evaluate this, the provided dataset contains related sub-collections

from dierent points in time.

1.2 Contributions and Outline

To answer the raised research questions, a systematic literature review is conducted. 118

relevant publications are assessed and 11 components are derived, that undergo frequent

changes and are part of the EE. The changes are identied and characterized and measures

are gathered that quantify them. Based on the ndings, the EE, initially proposed by Sáez,

Goeuriot, et al. (2021), is generalized to the general IR problem and dened more explicitly.

By that, it can guide future studies, that investigate the eect of dierent changes on the

eectiveness of IR systems.

Further, we conduct initial investigations how changes in the EE inuence the eec-

tiveness of IR systems as part of the LongEval shared task. We adapt replicability and

reproducibility measures to isolate document and qrel changes. Additionally, ve state-

of-the-art systems are submitted. To contextualize the results, an outlook is compiled in

which synergies between evaluation methods are discussed.
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In short, the main contributions of this work are:

• Specication of the EE based on changes observed in a systematic literature

review,

• the collection of techniques and measures that quantify changes in the EE,

• the submission of ve state-of-the-art systems to the LongEval shared task for

longitudinal evaluation,

• the adaption of replicability and reproducibility experiments to measure isolated

inuences of the EE on the eectiveness of IR systems.

All resources created in this work, including the assessments of the publications from the

literature review and the systems submitted to the LongEval shared task are made publicly

available on Zenodo (Keller, 2023). Further, the open-source release of the experimental

setup for the LongEval shared task can be found on GitHub.1

The structure of this work is oriented on the research questions. After this introduction,

a short theoretical foundation is provided about information retrieval and evaluations in

this eld, by example of test collections in Section 2. In Section 3, the components and

changes of the EE are described, based on the literature review. Section 4 is dedicated

to dening the EE. Then, in Section 5, the temporal persistence is evaluated in practice

through reproducibility and replicability measures, as a contribution to the Long Eval

shared task. In Section 6, the ndings are brought together as part of the continuous

evaluation framework. Finally, this work concludes in Section 7 with attention to the

initially formulated research question.

1https://github.com/irgroup/CLEF2023-LongEval-IRC
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2 Theoretical Foundation

Continuous evaluation in the eld of IR deals with the evaluation of IR systems, an essential

task in IR. This work investigates respective components. To set a foundation, IR and the

problem of matching Information needs with results is characterized. Further, a short

overview of IR evaluations is given, using the example of static test collections and related

measures.

2.1 Information Retrieval

Various sources dened IR mostly as a computational approach to answering questions.

Manning et al. (2008) provide a good denition by describing IR as:

“Information retrieval (IR) is nding material (usually documents) of an un-

structured nature (usually text) that satises an information need from within

large collections (usually stored on computers).”

In other words, IR describes the process of providing relevant resources to user infor-

mation needs. The information need of a user is verbalized as a query. On the contrary,

the document corpus is represented through an index. A retrieval model functions as the

connective link between those, by selecting the documents supposably relevant to the in-

formation need. The result is often represented as a ranked list of documents, ordered by

their modeled relevance (Baeza-Yates & Ribeiro-Neto, 2011).

In this process, dierent key concepts are involved which are schematically visualized in

Figure 1. On the user side, an information need is decisive for the search. It represents the

gap between the user’s current state of knowledge or understanding and the desired state

of knowledge. Therefore, the information need may not yet be completely understood

by the user, and can evolve during the search. The need arises, when a user requires

specic information to fulll a particular purpose or to answer a question (Baeza-Yates &

Ribeiro-Neto, 2011).

The user expresses the information need in a query. While the information need can

be understood as the general topic, the query is the search string that is passed to the

system. It consists of the keywords or phrases, the user thinks are relevant for the search

and reects on the current understanding of the information need. During the search, the

query might be reformulated (Manning et al., 2008). While previously mainly keywords

were used, with improving retrieval models, often queries can be expressed as phrases in

natural language.

Figure 1: Schematic visualization of the IR problem.
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Answers are supposably contained in the units of information which are called docu-

ments in this work. While often actual documents are searched, like scientic publications,

documents can represent all kinds of data, for example, E-Mails, books or social media

posts. Even beyond textual media, audio or video content can be represented as docu-

ments and searched. A group of documents forms the corpus, which is the entire body of

information, available to be searched or analyzed.

The index is the data structure that represents the corpus for search. Since using

whole documents is impractical, representations meaningful for the retrieval model are

constructed. To create the index, the documents are analyzed and processed to increase

both eciency and eectiveness during search (Manning et al., 2008).

At the core, a retrieval model determines the relevance of a document to a given query.

By determining the relevance for all documents in the corpus, the documents can be

ranked and returned as results to fulll the information need. Common retrieval models

include the boolean model, vector space models like TF-IDF, and probabilistic models

like BM25. Recent trends further employ language models or neural networks to the IR

problem (Baeza-Yates & Ribeiro-Neto, 2011).

2.2 Evaluation in Information Retrieval

Evaluation of IR systems is a central and important task to quantify the capabilities of IR

systems during development and beyond. Typically, IR systems are evaluated according

to two dimensions: eectiveness and eciency. While eciency measures the system’s

resource consumption, eectiveness describes the quality of the system output. To assess

the eectiveness of an IR system, the intent of the system, a measure of how well the intent

is met, a measurement technique to measure that and an estimated measurement error is

needed (Büttcher et al., 2010).

These components are provided by reusable test collections consisting of information

needs and relevance judgments of documents and various evaluation measures. Due to the

easy availability and cost-ecient re-usability after initial creation, test collection-based

evaluation experiments are the de-facto standard in academic IR evaluations (Büttcher

et al., 2010; Croft et al., 2009; Manning et al., 2008). Beyond that, further evaluation

methods are employed, that provide a more user centered evaluation. User studies (Kelly,

2009) and online evaluations (Hofmann et al., 2016) evaluate the utility of an IR system

for the users. While these methods provide great insights based on real users, they have

diculties to be repeatable. Therefore, simulations gain popularity as they also focus on

the user but can be repeated (Balog & Zhai, 2023). While this work is not dedicated solely

to test collection evaluations, they are exemplarily used to describe the principles of an IR

evaluation in this section.

Voorhees (2019) provides a great overview of test collections following the traditional

Craneld paradigm (Cleverdon, 1997). Fixed information needs are captured in topics

which contain the queries used for searching and often additional information that explains

the information need further. The relevance of document query pairs is captured in qrels

which are the ground truth for the evaluation. Given these components and an eectiveness

measure, a system can be evaluated. Therefore, the top most relevant k documents are
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retrieved from a system for each topic and saved in a run. The eectiveness is then

determined per topic or averaged over all topics, which yields an eectiveness score for a

system, allowing to compare multiple systems in a ranking.

Test collections abstract the IR problem to a static level. That means that neither the

document corpus, the test collection nor the relevance assessments change. Only by that,

a direct comparison of systems can be done.

Since assessing every document in a corpus is not feasible due to the high assessment

cost, mostly the corpus of a test collection is only partially assessed. The documents that

are assessed are called pools and are mainly determined by runs from retrieval systems. By

that, hypothetically, the most relevant documents to be judged should be found (Sanderson,

2010).

Dierent eectiveness measures exist to determine the performance of a system by the

quality of the results. Assuming relevance is expressed as binary labels, Precision and recall

are among the most popular ones. The precision is the number of relevant documents

retrieved in relation to all retrieved documents. Intuitively, this measure describes the

quality of the ranking. Therefore, let R be the set of relevant documents and A the set

of documents that are retrieved by the system that is evaluated. Then the precision is

dened by Baeza-Yates and Ribeiro-Neto (2011) as:

Precision = p =
|R ∩ A|

|A|
. (1)

Similarly, the Recall describes the completeness of the results, as the fraction of the

relevant documents retrieved. Baeza-Yates and Ribeiro-Neto (2011) dene it as:

Recall = r =
|R ∩ A|

|R|
. (2)

However, since both measures depends on the length of the result set A, the set is

limited to a xed length.

The Mean Average Precision (MAP) provides a single value measure. Intuitively, it

describes the precision at every rank a relevant document is retrieved. Therefore, Rj

denotes the set of relevant documents for topic j and p(Rj [k]) is the precision for the

ranking, limited to the length until the k-th relevant document is observed in the retrieved

result set. If the k-th document is not in the ranking, the precision is assumed to be 0.

The MAP for a topic i is then dened by Baeza-Yates and Ribeiro-Neto (2011) as:

MAPi =
1

|Ri|

|Ri|


k=1

p(Ri[k]) (3)

and can be averaged over all topics:

MAP =
1

|Q|

|Q|


i=1

MAP. (4)

The sum of all MAPs for all topics is therefore divided by the total number of topics |Q|

in the test collection.
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Since these measures assume every document in a test collection to be annotated, which

is most often not the case, Buckley and Voorhees (2004) propose the bpref measure. The

measurement determines the quality of a ranking by the number of judged and not relevant

documents that are ranked higher than the rst relevant one. It is dened as:

bpref =
1

|R|



r

1−
|n ranked higher than r|

|R|
. (5)

Instead of binary relevance labels, graded labels can dierentiate between more and less

relevant documents. The Discounted Cumulated Gain (DCG) factors the dierent grading

levels and additionally incorporates the assumption that the rst ranking positions are

more important than the later ones.

DCG(D) =


d∈D,i=1

rel(j, d)

log2(i+ 1)
(6)

R(j, d) denotes the relevance label for the query j and the document d which is reduced

by the discount factor in log2(i+ 1) based on the rank i.

The DCG is further normalized to the nDCG by relating it to the perfect DCG achiev-

able per topic:

nDCG(Q) =
1

|Q|



j∈Q

DCG(j)

DCG(sorted(Rj))
. (7)

Here, Rj denotes all relevant documents for topic j which are sorted to achieve a perfect

ranking.

2.3 Summary

A short high-level overview of IR and the related challenges is given to set the foundation.

The key concepts involved in the IR problem are characterized as the user with an informa-

tion need on the one side and a collection, consisting of documents on the other. Through

an IR system, the query and the index are linked to create results, often in the form of a

ranked list. Various methods exist that try to estimate the eectiveness of IR systems. All

of them make dierent assumptions about the search like equal or graded relevance. This

makes them suitable to evaluate dierent aspects of the problem. Test collections are the

de facto standard method in academia and abstract the evaluation environment so that it

can be reused. Based on that, dierent measures quantify the eectiveness of IR systems.
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3 Continuity Over Time

The results of conventional IR evaluations are assumed to be generalizable over time. If

this assumption holds, an IR system would continuously achieve the measured eective-

ness if the evaluation is repeated over time. However, this temporal dimension is rarely

considered during evaluations at all. In contrast, the environment of an IR system, e.g.

the components involved in the IR problem, can change. With increasingly contextual IR

systems, the generalizability may decrease (Hofmann et al., 2016). To investigate if and

how IR systems are aected by such changes, it is an important prerequisite to gain a

deeper understanding of the evaluation environment. Therefore, in this chapter the re-

search question How is the environment of an IR system evolving? is investigated. The

question is further subdivided into the three questions:

RQ1.1 What are the evolving components of an IR environment?

RQ1.2 How do the components in an IR evaluation environment evolve?

RQ1.3 How can this evolution be measured?

Methodologically, an extensive literature review is conducted to survey the previous work.

Over 2000 articles from four relevant databases are examined which yield in total 118

relevant publications for review. The relevant publications are rst quantitatively analyzed

and then qualitatively set into context.

First, we describe the compiled review protocol, which species the methodology in 3.1.

Then we report the results of the review, initially as a meta-analysis in Section 3.2 and

further quantitatively in Section 3.3. The results are analyzed, ordered and contextualized

qualitatively in Section 3.4. We summarize the ndings in Section 3.5 and provide an

online results table.2

3.1 Review Protocol

The goal of the review is to examine the general concern that the temporal reliability of

cumbersome and expensive IR evaluations may be limited. By surveying existing work,

an extensive overview of the dierent facets of the problem is gathered, to discriminate

between beliefs and facts. By that, a starting point for addressing the problem is given in

a structured way.

Beforehand, the ACM Computing Reviews journal3 was searched with the simple key-

word Information Retrieval and the resulting 194 reviews were examined. One of the initial

publications by Tonon et al. (2015) was re-discovered. Also, the temporal dimension as

query elements in the eld of Temporal Information Retrieval (TIR) was found (Kim et al.,

2013). Other than that, no relevant reviews could be found, which strengthens the need

for this literature review.

Methodologically, Silva and Neiva (2016) propose a guideline for systematic literature

reviews in the domain of computer science. They characterize the process in twelve steps.

This is mostly in line with the system Kitchenham and Charters (2007) proposed for the

2https://th-koeln.sciebo.de/s/A5t4ATMWzOTOZ73
3https://libraries.acm.org/digital-library/acm-computing-reviews
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domain of software engineering. They describe the process in greater detail and separate it

into three general phases with multiple sub-steps. Rather than describing the process as a

linear list of tasks, it is characterized as an iterative process, going back and forth to rene

parts of it after gaining a better understanding of the problem. The three main phases

are planning, conducting and reporting the review. Based on these, a review protocol is

created comprised of research questions, exclusion criteria and quality assessments.

The research questions were formulated in a structured way to clearly identify the dier-

ent elements they ask for. Therefore, the PICOC (Population, Intervention, Comparison,

Outcome and Context) elements were identied from them (Petticrew & Roberts, 2006).

While these originate from medical research, Kitchenham and Charters (2007) transferred

them to the domain of software engineering, making them applicable to research in com-

puter science. The population originally asks for the Who in a research question. This is

transferred to the area or parts that are aected. The intervention asks for What or how

a change is introduced. This maps to the method applied in contrast to the Comparison

system. The Outcome describes the goal that should be accomplished. The last element is

the Context, describing the circumstances of a research question. Together, these describe

the domain the question focuses on.

In the described research questions the PICOC elements are mainly the same, except

for the dierent intervention methods asked for. The population consists of the IR systems

that are investigated.

The rst research question What are the evolving components of an IR environment?

asks for the concrete components involved during evaluation that change over time. An-

swers to this question need to identify concrete components. The PICOC elements are:

Population: The components that change.

Intervention: The time that aects the components.

Comparison: The components in a conventional IR evaluation.

Outcome: A list of components that can change.

Context: IR systems in general.

The second research question How do the components in an IR evaluation environment

evolve? asks for the change that is observed in distinct components of the EE. Answers to

this question need to identify the change of the components. The PICOC elements are:

Population: The components that change.

Intervention: The time that aects the components.

Comparison: The components in a conventional IR evaluation.

Outcome: A list of components that can change.

Context: IR systems in general.

The third research question How can this evolution be measured? asks for the measures

and methods used to identify changes in the EE that may inuence the eectiveness of IR

systems. Preliminary research showed not much attention is given to this research area
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in IR, therefore the question is not only focussed on this area but includes also adjacent

disciplines like classication for example. The PICOC elements are:

Population: The changing components and how they change.

Intervention: The measures that quantify the change.

Comparison: Conventional evaluations.

Outcome: A list of measures and methods.

Context: General IR systems and similar models from other disciplines.

3.1.1 Collecting Data

After clarifying the goal of the review through the research questions, the keywords for

the systematic search are gathered. They are determined from the research questions, the

PICOC elements and a preliminary unstructured search. The research area appears to

be dynamic and not clearly dened. Therefore no xed terminology is established yet.

To capture the broad topics, comparably many keywords and synonyms were used for

the search, also including generic ones like change or temporal. All keywords are listed

in Table 3.1.1 and the full search strings for the dierent databases can be found in the

appendix Section 7.2.

Query terms from questions:

evolving environment, temporal, temporal persistence, measure, change,

changing artifacts, changing parts, changing components

Query terms from preliminary search:

continuous evaluation, temporal shift, longitudinal evaluation,

dynamic test collection, evolving test collection, evolving dataset,

temporal generalisability, temporal decay,

temporal evolution, evolution, delta, evaluation environment, time-evolving

Scoping terms:

Information Retrieval, IR

Table 1: shows the keywords that were used to search the literature databases. They were ex-
tracted from the research questions and gathered during the preliminary research.

These keywords are used to search the four literature databases IEEE Xplore4, ACM-

DL5, Semantic Scholar6 and DBLP7, which are often used for research in the computer

science domain. Further, the database Scopus8 was considered but was not used in the end,

due to unsatisfactory results. The databases IEEE Xplore and ACM-DL support advanced

queries with boolean operators like AND and OR. This allows concatenating the keywords

4www.ieeexplore.com
5https://dl.acm.org/
6www.semanticscholar.org
7www.dblp.org
8www.scopus.com
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and additionally adding the scoping keywords Information Retrieval and IR so that any

keyword must occur in conjunction with a scoping keyword. The search considered the

title, abstract and keywords.

The databases Semantic Scholar and DBLP only support keyword searches. Therefore,

multiple searches were conducted by combining the keywords individually with Information

Retrieval. These searches yield more results, with potentially many more irrelevant ar-

ticles. To restrict the results found, only the top 100 articles per search were considered

further. While Semantic Scholar conducts a semantic search, the DBLP only allows key-

word search over the titles of publications.

3.1.2 First Screening Stage

The reviewing process comprises three stages. In the rst screening stage, the titles and if

available the abstracts of the publications are assessed for general relevance concerning the

research questions of the temporal review. During this stage, the inclusion and exclusion

criteria are created.

The inclusion criteria are that a study needs to be in English or German and should

be a primary study. Also, a clear relevance to the eld of Information Retrieval or at least

an adjacent discipline like classication or clustering in the context of computer science is

needed for inclusion. The method needs to focus on textual data or be applicable.

Exclusion criteria are studies that propose systems that use temporal aspects of the

retrieved media only as features. For example, systems that promote recent documents,

extract latent temporality from queries or exploit the temporal aspects of sequential media

like video and audio. These include most TIR and Temporal Information Extraction (TIE)

studies as well as many time series analysis studies. Retrieval from databases, for example

in the context of schema evolution, are excluded as well. Further, if the change occurs

mainly on the system side, in algorithms or methods, the study is excluded if not explicitly

evaluated for IR. This excludes evolutionary algorithms or evolving neural networks.

3.1.3 Second Screening Stage

These inclusion and exclusion criteria are applied in the second screening phase. This time,

the introductions and conclusions are assessed. Each publication is graded on a scale of

zero to three. Studies with a zero assigned are considered irrelevant and are excluded. The

remaining labels are: 1 partially relevant, 2 relevant and 3 highly relevant. The lowest

rating zero is assigned to all studies that do not t the pre-dened inclusion criteria or are

simply not retrievable as full text (or slide/recording considering presentations and talks).

For an error analysis, the reason for the rejection is noted. Partially relevant publications

should contain some relevant information and contribute valuable answers to one research

question. Also, they might contain relevant information but the overall focus is not on the

IR or the core topic. An example of a partially relevant publication focus on the change

of language by analyzing an archive. Relevant publications contribute to more than one

research question. Highly relevant publications contribute to multiple research questions

of a high quality or focus specically on the core topic.
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Figure 2: Over the two annotation stages, more documents were found not relevant.

3.1.4 Analysis Stage

For the nal analysis, during this review stage, the relevant publications are initially

systematically captured by gathering their ndings in relation to the research questions.

Therefore, the following categories are dened:

• Domain

• Timeframe

• Changing components (Q1.1)

• Observed change in the components (Q1.2)

• Measures used to quantify change (Q1.3)

The rst two categories Domain and Timeframe collect metadata about the studies.

The further categories cover the main aspects of the research questions and are the foun-

dation for the quantitative analysis.

Finally, in the last review stage, the relevant publications are assessed in more de-

tail for the nal analysis. Thereby the focus lies mainly on highly relevant publications.

During this process, studies are often reassessed, categories are evolved and ndings are

re-evaluated. For the nal analysis, the results are rst summarized quantitatively and

then qualitatively described.

3.2 Meta-Analysis

Through the initial search, 2448 publications are found. Due to the keyword-based search

in DBLP and Semantic Scholar the results contain duplicates in these sources. Further

duplicates are found across sources and were removed. This yields in total 1943 unique

publications for evaluation in the rst stage. After this stage, where titles and abstracts

are assessed, only 246 publications are left. The yield of less than 10 % can be explained

through the relatively generic keywords used for the search as well as the long result lists

from DBLP and Semantic Scholar. The main errors are publications not related to IR

from the eld of computer science, studies not focussing on eectiveness and publication
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Figure 3: Relevant publication, separated into partially relevant, relevant and highly relevant
over time (top). The sources of relevant publication form a long tail distribution (bottom).

from the elds TIE or TIR, which exploit temporal aspects for improved eectiveness but

do not consider change or consistency over time at all.

In the second evaluation stage, the introduction and conclusion sections are assessed.

In total, 128 further publications are considered not relevant, leaving 118 relevant pub-

lications. Among the three quality classes, 27 publications are found highly relevant, 32

relevant and 53 partially relevant.

Figure 2 shows how the dierent relevant publications distribute across the four databases

they were retrieved from, separated by evaluation stages. Since often the same publications

were received from multiple sources, these numbers do not correspond to the absolute ones

reported before. Instead, an overview of the dierent literature databases is given. The

ACM-DL yields the most relevant publications relative to the total, followed by dblp.

The earliest publications assessed were published in 1962. The publications considered

at least relevant are published over the last 22 years, beginning in 2001. Without any

gaps, relevant publications are found in every year. A trend towards the recent years can
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Figure 4: The timeframe mentioned in relevant publications.

be observed in Figure 3. However, considering the graded relevance criteria, no period of

time stands out.

Considering the type of publication, conferences are the main source, followed by some

informal publications from ArXiv and occasionally journals. Figure 3 shows how relevant

publications distribute across the publication form. It is a strong Pareto distribution, by

far the most relevant publications are published in the SIGIR conference, followed by the

conferences CIKM and ECIR. The top venues are also the ones considered most relevant

before the analysis. The really strong Pareto distribution with over 35 SIGIR papers

in rst place compared to ve CICKM papers in second place, shows the strength of the

eect. While a full assessment was important for completeness, restricting the search to the

common venues yields the most relevant publications and reduces the eort signicantly.

3.3 Quantitative Analysis

First, the observed timeframes and the domains are described. Further, the dierent elds

regarding the measurements, changes and systems are reported.

While not particularly in the focus of the research questions, the dierent timeframes

that are considered by the studies show the diversity and granularity change is investigated

on. The timeframe that is investigated by dierent studies is heterogeneous, as shown by

the 21 dierent timeframes found. In total, only 43 studies explicitly describe the time-

frame and most timeframes are only investigated by one study. Few studies investigate

multiple timeframes or compare results between timeframes. With eight occurrences, stud-

ies investigate change over the course of a year, followed by whole centuries and one day

as the timeframe. The distribution of timeframes is visualized in Figure 4.

The distribution of the dierent domains is skewed even stronger. In total, 11 dierent

domains are found in 43 studies. Most prominent, with 16 occurrences is the web domain,

followed by news with 8 occurrences. The long tail contains Wikipedia, literature, medical
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Figure 5: Domains mentioned in relevant publications.

and others. Most studies focus on a single domain only, while fewer test or compare in

multiple domains such as e-commerce and news or microblog and medical.

In total, 28 measures are found that are intended to report on changes or consistency of

any kind over time. These measures are found in 22 studies, with as many as four measures

named. The overlap is small, only four studies use the same measures.

The observed components that change are highly skewed. In total 31 dierent com-

ponents from 154 studies were found. By far the most investigated component is the

document on an individual level, followed by the corpus of documents as the entire dataset

that is searched, and the language. 14 components are the focus of only a single study.

Changes on the document are investigated by 29 studies.

A system architecture could be obtained from 26 studies only. With ve occurrences,

TF-IDF is the architecture most often mentioned, followed by Recurrent Neural Networks

(RNNs) and Long Short Term Memory (LSTM) models. In total, 14 dierent architecture

categories are observed. Most studies report an improved performance compared to a

baseline.

3.4 Qualitative Analysis

After surveying the dierent components quantitatively, they are analyzed qualitatively

to answer the research questions. It quickly becomes apparent that the observations can

be further grouped based on their characteristics. For example, most measures quantify

dierences and some focus on similarities or on how many changing components are re-

lated to the components in an IR test collection. Further, by contrasting the categories

and observations, similarities and dierences can be observed, which are described in the

following.



3 Continuity Over Time 16

Figure 6: Changing components mentioned in relevant publications.

3.4.1 Timeframe

Despite time appearing inherently linear and continuous, this is most often impractical for

investigations and instead, discrete timestamps are considered.

The size of the dierent timeframes draws attention to vastly dierent components. The

longest spans observed are multiple centuries long and the shortest spans are investigating

timeframes shorter than a minute. Since the granularity vastly diers, a comparison is often

impossible. Longer intervals are primarily chosen to investigate changes in the language,

in the corpus or on the document level. Shorter intervals are used for investigations more

oriented towards the user, as for example for the user behavior or queries. Besides these

correlations, many exceptions occur and in general, the chosen timeframe is dened by the

component investigated, and on the longer end by the resources available.

Although time is considered continuous, for an investigation, measurements are made

often at specied points, like daily (Forman, 2006) or in contrast as a comparison with

multiple years inbetween (Altingövde et al., 2011). These points in time can be understood

as the resolution of the investigation correspond to the length of the investigation dictated

by the use case.

In contrast to timeframes that can be measured as time, sometimes the timeframe is

understood as a repeating cycle of actions. Here, the focus lies on the recurring actions,

like seasonally recurring queries (Mansouri et al., 2017). Instead of a xed interval, the

timeframe might also be variable.

3.4.2 Domain

In general, the analyzed studies show a diverse eld of domains where change and con-

sistency across time are investigated. These domains range from specic, like computer

science questions to generic like English literature. Most often, changes are observed in the

web domain, followed by news. These domains are known to be fast-changing and there-
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fore well suited to investigate change. Further, the domains correlate with the landscape

of available datasets in IR.

3.4.3 Components

In total, 11 changing components were identied and are described in the following. Table 2

provides a broad overview.

Language changes over time. This is most directly observed in a change of the termi-

nology used as investigated by many sources (Duan et al., 2021; Holzmann & Risse, 2014b;

Jatowt & Tanaka, 2012; Kaluarachchi et al., 2011; Kaluarachchi et al., 2010; Kanhabua,

2009; Leibscher, 2004; Ma et al., 2022; B. Wang et al., 2021; Whiting et al., 2012; Wu

et al., 2018; Yoon et al., 2018). The terminology change describes a general change in the

words used. New words appear and others are disappearing over time. These changes are

measured through the word frequency, which increases or decreases over time. Often terms

still retain their meaning but newer terms are used more frequently to describe the same

concept and by that replace the old ones. This in general is a change observed over longer

periods of time, however strongly depending on the domain. For example, terminology

changes in social media are faster due to community languages and the quick content evo-

lution (Stowe & Gurevych, 2021). While often this word migration appears over time and

unnoticed, sometimes an event leads to terminology changes. This is especially the case

for named entities (Chen et al., 2017; Holzmann & Risse, 2014a, 2014b). For example,

the Indian city Mumbai was previously called Bombay, after her marriage Meghan Markle

is referred to as Meghan Duchess of Sussex and the formerly known company Google was

renamed Alphabet.

Language changes are investigated with the help of embeddings (Stowe & Gurevych,

2021). Therefore, the dataset is split into sub-collections based on the age of the documents

and an LM is trained on each sub-collection. The change is made visible by comparing

word embeddings for the same terms from dierent LMs. Further, to actively address the

terminology change, the time can be modeled explicitly into the embeddings (Duan et al.,

2021; B. Wang et al., 2021).

While the terminology change mainly refers to concepts that change their name, the

opposite is true for the so-called concept drift. Concept drifts describe a change in meaning

while the terminology stays the same (Duan et al., 2021; Efron, 2013; Forman, 2006; Irfan

et al., 2018; Ma et al., 2022; Nishida et al., 2012; Wei & Dong, 2001; H. Zhou et al., 2017).

This is often the case if topics evolve and the state of knowledge progresses. Thereby, the

older meaning of a concept is overwritten by newer ones.

Beyond the words and their meaning, Delasalles et al. (2021) and van Dam and Hau

(2014) investigate the style of documents and conclude that the style is more similar if the

documents were written closer together. Delasalles et al. (2019) observe that the changes

are dependent on the author or the community of the authors.

All these observations inevitably lead to a vocabulary mismatch (Furnas et al., 1987).

For example, a query and a document may contain the same concepts but no match occurs

because the concept is described in dierent words. A change in language aects all other

changing components and therefore can be understood as a super category of change
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Component Change References

Language Terminology Chen et al. (2017), Duan et al. (2021), Furnas et al. (1987), Holzmann and Risse
(2014b), Jatowt and Tanaka (2012), Kaluarachchi et al. (2011), Kaluarachchi
et al. (2010), Kanhabua (2009), Leibscher (2004), Ma et al. (2022), Stowe and
Gurevych (2021), B. Wang et al. (2021), Whiting et al. (2012), and Wu et al.
(2018), Yoon et al. (2018)

Embedding Duan et al. (2021), Stowe and Gurevych (2021), and B. Wang et al. (2021)

Meaning Duan et al. (2021), Efron (2013), Forman (2006), Irfan et al. (2018), Ma et al.
(2022), Nishida et al. (2012), Wei and Dong (2001), and H. Zhou et al. (2017)

Style Delasalles et al. (2019, 2021) and van Dam and Hau (2014)

Corpus Expansion Deveaud et al. (2023), Dumais (2010), Frieder and Jensen (2006), Holubová et al.
(2019), Hopfgartner et al. (2019), Ibrahim and Landa-Silva (2014), Qian et al.
(2016), Radinsky et al. (2013), Roberts et al. (2020), Ryu et al. (2008), Sáez,
Goeuriot, et al. (2021), Sánchez et al. (2018), and Strötgen et al. (2012)

Shrinkage Bar-Ilan (2002), Dumais (2010), Frieder and Jensen (2006), and Sáez, Goeuriot,
et al. (2021)

Domain Thakur et al. (2021)

Document Updates Adar et al. (2009), Altingövde et al. (2011), Bar-Ilan (2002), Dai and Davison
(2010), Deveaud et al. (2023), Radinsky et al. (2013), Ryu et al. (2008), and
Sáez, Goeuriot, et al. (2021)

Update rate Adar et al. (2009), Joho et al. (2014), Nunes et al. (2010), and Sisman and Kak
(2012)

Content Topic Arise Delasalles et al. (2021), Tsevas and Iakovidis (2011), Wei and Chang (2007), Wei
and Dong (2001), C. C. Yang et al. (2009), X. Zhang et al. (2019), and H. Zhou
et al. (2017)

Vanish Chen et al. (2017) and X. Zhang et al. (2019)

Topic Added Deveaud et al. (2023), Hopfgartner et al. (2019), Kleinberg (2016), Sáez, Goeu-
riot, et al. (2021), Takeda et al. (2017), and L. L. Wang et al. (2020)

Removed Deveaud et al. (2023), Kleinberg (2016), Roberts et al. (2020), and Sáez, Goeu-
riot, et al. (2021)

Information
Need

Understanding Aliannejadi et al. (2020), Dumais (2014), Golovchinsky et al. (2012), and Zein
(2021)

Causes Alonso (2013), Diaz and Jones (2004), Dumais (2014), Joho et al. (2014), Ma
et al. (2022), Mansouri et al. (2017), Qian et al. (2016), Radinsky et al. (2013),
Takeda et al. (2017), and Vouzoukidou (2015)

Queries Trac Dumais (2014), Radinsky et al. (2013), and Sun et al. (2018)

Type Adar et al. (2009), Cheng et al. (2013), Dai et al. (2011), Dumais (2010), Ren
et al. (2017), Sun et al. (2018), and Svore et al. (2012)

Dependence Carterette et al. (2015) and Dumais (2014)

User Behaviour Dumais (2014), Radinsky et al. (2013), Sahraoui and Faiz (2017), and Sun et al.
(2018)

Interrest Yadav et al. (2021) and Zheng et al. (2020)

Engagement Aggarwal et al. (2020)

Knowledge Aggarwal et al. (2020) and Zein (2021)

Relevance Vanish Clarke et al. (2008), Deveaud et al. (2023), Salles et al. (2010), Tikhonov et al.
(2013), and Uehara et al. (2005)

Age Clarke et al. (2008), Uehara et al. (2005), and Yeniterzi and Callan (2014)

Realized Tonon et al. (2015)

Restricted Kaluarachchi et al. (2010), Kanhabua and Anand (2016), Whiting et al. (2012),
and Whiting et al. (2011), L. Zhang et al. (2022)

Results Quantity Altingövde et al. (2011)

System Weighting Perkiö et al. (2005) and Y. Yang and Kisiel (2003)

Learn Cohen (2021), Kuang and Clement H.C. (2019), and A. J. Zhou et al. (2015)

Translate
queries

Efron (2013), Jatowt and Tanaka (2012), and Kaluarachchi et al. (2010)

Table 2: Overview of the dierent components, how they change and who investigated the
change.
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Corpus is the core component of every search system, as it contains all documents

that can be searched. The most obvious change to the corpus is expansion. Over time,

new documents are created and are added to the corpus (Deveaud et al., 2023; Dumais,

2010; Frieder & Jensen, 2006; Holubová et al., 2019; Hopfgartner et al., 2019; Ibrahim

& Landa-Silva, 2014; Qian et al., 2016; Radinsky et al., 2013; Roberts et al., 2020; Ryu

et al., 2008; Sáez, Goeuriot, et al., 2021; Sánchez et al., 2018; Strötgen et al., 2012). The

frequency with which new documents are added depends for example on the domain. In

a social network, where every user creates their own content, the corpus expands faster as

in a corpus of patents. The frequency itself can carry value for the system, for example,

to be used as an indicator of popularity in the case of product reviews. The more reviews

are added to a product, the more popular it might be (Strötgen et al., 2012). Further, an

expanding corpus holds implications for the system as the corpus statistics are changing

over time. Considering added documents as the only change to the corpus in an append-

only corpus, this can be used benecially, as some corpus statistics can be estimated instead

of calculated as shown by Mohammed et al. (2017).

But often documents are not only added but also removed (Bar-Ilan, 2002; Dumais,

2010; Frieder & Jensen, 2006; Sáez, Goeuriot, et al., 2021). For example in a web corpus,

websites are shut down and not available anymore, therefore they also need to be removed

from the corpus.

In contrast to a static test collection following the Craneld methodology (Cleverdon,

1997), like the TREC collections, real-live corpora are dynamic. It has been shown that

these corpora are not temporally reliable and outdate quickly after construction (Frieder

& Jensen, 2006; Hashemi & Kamps, 2017; Soboro, 2006).

A more drastic change in the corpus regards its domain. To reliably evaluate the

performance of a system it is of interest how it performs on dierent domains. Therefore,

the BEIR9 benchmark contains datasets for dierent IR tasks on dierent domains (Thakur

et al., 2021).

Documents are the individual parts of the corpus. The most prominent change of

a document is the update (Bar-Ilan, 2002; Dai & Davison, 2010; Deveaud et al., 2023;

Radinsky et al., 2013; Ryu et al., 2008; Sáez, Goeuriot, et al., 2021). In the web search

domain, a document represents a website. Websites are not static but are often maintained

such that new content is added or existing content is removed or changed. Altingövde et al.

(2011) observed based on the AOL query log Pass et al. (2006), that after 3 years, the titles

and URLs of webpages shrunk and the snipped size increased. Adar et al. (2009) showed

that most often not entire webpages change but rather parts of them are changing while

the rest remains steady. Continuing the webpage example, the outline, of a webpage, like

general information, is often static, while its content changes.

How fast the content is changing, depends on the domain (Joho et al., 2014; Sisman

& Kak, 2012). For example, news pages are updated more than hourly (Adar et al.,

2009). In contrast, Wikipedia pages are more static, at least considering larger changes.

This is investigated by Nunes et al. (2010) who compared the term frequency distributions

of multiple document versions. Systems exploit the velocity of change as a feature, for

9https://github.com/beir-cellar/beir
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example as a popularity indicator in social networks (Joho et al., 2014) or in the search

for software bugs by identifying fast-changing code sections (Sisman & Kak, 2012).

Sometimes, a newly added document is actually only an evolved version of an old

document. Considering web pages, this can lead to near duplicates on the result page,

which should be avoided. If documents are publications, nding such documents can help

to identify plagiarism (Cho et al., 2017).

Content Topic refers to the topic of a document in this section. The uncommon

terminology is chosen to dierentiate it from the topic in IR test collections as discussed

later. With new documents added to the corpus, also new content topics arise (Delasalles

et al., 2021; Wei & Dong, 2001; X. Zhang et al., 2019; H. Zhou et al., 2017). In a wider

sense, other documents might contribute to an existing category. An example is the news

domain where a news event sets the topic for a news story and further reports about the

event continue to contribute to the topic (C. C. Yang et al., 2009). Another example is

medical records of a patient. Every new record contributes to the patient’s health history,

which can be understood as a topic (Tsevas & Iakovidis, 2011; Wei & Chang, 2007).

In contrast to emerging categories, older categories vanish if no new documents are

added that continue the topic (X. Zhang et al., 2019). Across documents, over time, topics

can also split into further topics if they evolve in dierent directions. On the contrary,

topics can merge as well to form a topic together (Chen et al., 2017).

The name of a topic is not necessarily xed as it is subject to the language dynamics

as described earlier. Therefore, it might change over time according to advancements in

the eld. This change is strongly connected to the concept drift. Therefore, an eort is

put into tracking a topic and the related documents across time and evolving labels (Irfan

et al., 2018; B. Li et al., 2006). If modeling the topic, the temporal order of topics in a

stream might be important. For example in social media a post with the topic smoking

followed by respiration problems might be a valuable insight (Sidana et al., 2016).

Topics capture the information need and queries in test collections. To make test

collections less static, additional topics can be added (Deveaud et al., 2023; Hopfgartner

et al., 2019; Kleinberg, 2016; Sáez, Goeuriot, et al., 2021; Takeda et al., 2017; L. L. Wang

et al., 2020). Similarly, topics can be removed or updated (Deveaud et al., 2023; Kleinberg,

2016; Roberts et al., 2020; Sáez, Goeuriot, et al., 2021). Such actions have implications for

the other components in a test collection, especially the relevance judgments. Theoretically,

a topic could contain multiple and evolving queries (Deveaud et al., 2023).

Information need lies on the other side of the retrieval schema to the corpus. The

information need changes over longer periods of time or even in a session. During one

session for example, retrieved documents reveal answers that might lead to further ques-

tions (Aliannejadi et al., 2020; Dumais, 2014). By this, the understanding of the infor-

mation need improves for the user (Golovchinsky et al., 2012; Zein, 2021). While the

information need can change quickly, others remain steady for a long time, for example,

the general interest in a music band. Such standing information needs can be fullled by

recommending systems (Qian et al., 2016).

Changes in long-term information needs of a user are caused by dierent factors. Some

change appear seasonally (Alonso, 2013; Joho et al., 2014; Mansouri et al., 2017) or follow
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other trends (Diaz & Jones, 2004; Dumais, 2014; Vouzoukidou, 2015). Others are triggered

by certain events, which can be grouped into personal or collective events. For example,

marriage or pregnancy are personal events that change the information need to prepare

for the upcoming life changes (Takeda et al., 2017). Collective events in contrast are for

example news that trigger information needs related to gaining a better understanding of

the incidents (Ma et al., 2022; Radinsky et al., 2013).

As the information need is mainly investigated by a query, its immediate verbalization,

it will be further discussed later.

Queries are investigated for change mostly on a collective level, like the number of

queries received by a search engine (Dumais, 2014; Radinsky et al., 2013; Sun et al., 2018).

They are a direct, although incomplete indicator of the information need of the users.

Ren et al. (2017) identify four dierent patterns of long-term query frequencies. They

categorize them into stable queries, one-time burst queries, periodic multi-time burst queries,

and periodic multi-time burst queries. Stable queries have no major spikes, so they are time-

less and are not bound to events (Cheng et al., 2013; Ren et al., 2017). One-time burst

queries experience explosive popularity for a short time but are generally low in frequency.

Multi-time burst queries have multiple, smaller popularity spikes often triggered by irreg-

ular events that occur more often. Lastly, the periodic multi-time burst queries are queries

that have a clear repeating pattern bound to events that occur frequently. (Dai et al.,

2011) further decompose such trac time series into components and thereby separate

trend trac from seasonal trac. Svore et al. (2012) show that trending queries benet

from longer snippets than general queries.

Sun et al. (2018) investigate queries on an individual level and dierentiate them into

a static interest and a dynamic interest. Static queries contribute to the long-term in-

formation need and represent a general interest. The dynamic interest accounts for the

remaining queries. Further, it is investigated if, and how queries in one session depend on

each other (Carterette et al., 2015; Dumais, 2014)

Dumais (2010) investigate navigational queries and nd four patterns of revisitation

queries. They show that 60-80 % of queries are to re-visit webpages. Adar et al. (2009)

relate the re-visitation patterns to changing website content.

Ren et al. (2017) and L. Zhang et al. (2018) nd that query changes are dependent on

time and location. For example the query fashionable haircut asks for a recent style. Since

it is fashionable it, is highly temporal.

Users change collectively or individually (Dumais, 2014; Radinsky et al., 2013; Sun et

al., 2018). This is similar to the change observed in the queries. On the other dimension, a

change between long-term and short-term changes can be dierentiated (Sahraoui & Faiz,

2017). Qualitatively, the interest of users change (Yadav et al., 2021; Zheng et al., 2020)

and related to that the engagement (Aggarwal et al., 2020) changes as well. The knowledge

of a user changes, sometimes during a session if the user learns from the results, which is

directly reected in the queries (Aggarwal et al., 2020; Zein, 2021).

Relevance of documents is not static. Previously relevant documents can quickly

become not relevant anymore (Clarke et al., 2008; Deveaud et al., 2023; Tikhonov et al.,

2013; Uehara et al., 2005). For example, web pages are outdated if not updated suciently.
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Therefore, especially in web search, the novelty of a document, described as freshness, is

an important relevance indicator (Clarke et al., 2008; Uehara et al., 2005). Additionally,

the documents ranked in a session depend on each other. Documents that are investigated

before but did not fulll the information need might lose relevance. Further reasons for a

change in relevance are that new and more relevant documents are retrieved (Salles et al.,

2010), or that the assessment protocol evolved (Sáez, Goeuriot, et al., 2021). The relevance

assessment is further problematic, since it relies on the pools of the contributing systems

and is costly to create. Therefore, Tonon et al. (2015) proposes to distribute the eort

across time and contributors, so that new topics can be added and assessed. Frieder and

Jensen (2006) nd that to judge live systems, more queries need to be judged compared

to test collections.

To exploit that the relevance is not static, temporal relevance proles are modeled for

documents (Kaluarachchi et al., 2010; Kanhabua & Anand, 2016; L. Zhang et al., 2022)

and topics (Whiting et al., 2012; Whiting et al., 2011). Such proles specify a time range

in which the most relevant results can be achieved.

Yeniterzi and Callan (2014) state that aggregating relevance feedback is temporally bi-

ased and needs to be normalized since older documents have more time to gather feedback.

Results evolution is investigated by Altingövde et al. (2011). They nd that for

queries with already many results, even more are found at a later point in time, while for

queries with fewer results, relatively fewer additional documents are found. This is known

as the Mathews eect and contributes to the Pareto distribution of query results. They

investigated this by revisiting the AOL query log dataset (Pass et al., 2006) for the web

domain.

Systems can be considered static in most evaluations. Exceptions are systems that

explicitly use temporal features to adapt the ranking, like favoring newer documents over

older ones. However, such TIR systems were not the focus of this analysis.

Still, some systems change beyond only adapting to temporal features. How to adapt

to temporal features appears to be dicult because newer is not always better. However,

trends are an important indicator for relevance (Perkiö et al., 2005). Mohammed et al.

(2017) found that in append-only collections, like archives, some document statistics scale

uniformly and therefore can be estimated precisely, rendering some recalculations unnec-

essary. More prominently, adaptive ltering modies a threshold for relevance over time to

focus on recent user interrests (Y. Yang & Kisiel, 2003). Further systems actually learn the

ranking function over time. These systems are based on reinforcement learning (Cohen,

2021; Kuang & Clement H.C., 2019; A. J. Zhou et al., 2015). The relevance of documents

for a query is newly estimated based on the past rankings or recommendations produced

and the user feedback, for example on clicks. This can be done on a session level or beyond

through a user prole. As a conclusion to the observed changes in language, many eorts

are done to adapt a query to linguistic changes (Efron, 2013; Jatowt & Tanaka, 2012;

Kaluarachchi et al., 2010). This may be to expand queries with similar terms or categories

of dierent points in time or to boost documents according to the temporal pattern of a

query.
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3.4.4 Measures

Persistence is measured rarely. The opposite of persistence change is more often the focus

of the studies. By measuring change, persistence can be estimated as the absence of

change. How change is measured depends on the type of change. As a starting point,

change can often simply be counted, for example in the case of trac or documents added.

More precisely, this describes the delta between two points in time. With additional

measurements of further points in time, a time series emerges. Advanced measurements,

set measures in relations to better dierentiate between the origin of eects. Changes in

the language used are diversety.

Jatowt and Tanaka (2012) calculate summarization statistics of language change over

decades. They use the measures: unique words per decade, change in word length, tem-

poral entropy and temporal kurtosis of word distributions. These measures give a general

overview. To measure more nuanced changes, Stowe and Gurevych (2021) investigate how

rapidly language changes over short time periods aect classication. They determine

a normalized accuracy delta between datasets from dierent points in time as Temporal

Rigidity (TR) dened as:

TR =
1

N



i ̸= j
|Ms(EEi, EEj)−Ms(EEi, EEi)|

|i− j|
(8)

where Ms is the measured performance (F1 in this case) of system s trained on samples of

the sub-collection EEi and evaluated on samples of EEi or EEj respectively. Further, they

measure the correlation of results to an underlying temporal structure, like the sequence

of events.

Delasalles et al. (2019) use a complex approach to investigate and model the language

of author communities. They use the cosine similarity of embeddings that incorporate

temporal features and measure the perplexity gain.

User focussed change on an individual level is observed by Zein (2021) who estimates

the knowledge gain of users. The knowledge is represented through the known documents

represented with Language Models (LM) and also through a reference benchmark. In this

benchmark, users were asked questions to test their knowledge and then were allowed to

research the web before re-answering the questions. The per-page knowledge gain was cal-

culated with the help of a linear regression over all visited pages. The regression coecient

then represents the page knowledge gain.

Changes in the corpus are investigated by Bar-Ilan (2002) who quantify changes in web

corpora based on ten measures. The freshness of documents and their stability over time is

of their concern. The freshness factors are the percentage of broken links, the percentage

of pages updated and the number of new pages. Further variations are possible if data

from more points in time are available. Then, dierentiations between new compared to

the last point in time and totally new compared to all points in time are possible. The

same is true for the measurements based on broken links. These measurements capture

the stability by comparing how often websites were available or not available.
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Tikhonov et al. (2013) explore temporal patterns of web pages using web trac. They

classify the time series of user trac for websites with a limited lifespan into four categories.

Based on the measured web trac, a gradient-boosted decision tree is used for classication.

On a document level, Dumais (2010) describes dierent measures to quantify change

and plots to visualize them. As a summary, the number of web pages changed overall or

on a user level, as the number of visited pages changed are described. The amount of

changes is captured by the average Dice coecient which can be visualized as a curve with

the x-axes as time over dierent timeframes. Also, the time between changes is a further

measure. On a document level, changes can be measured up to a term-level dierence.

Sánchez et al. (2018) are interested in measuring the temporal novelty of recommender

system results. They measure how much new items are favored by a system. Therefore, a

novelty function is dened as the rst or last appearance of an item or the average or median

interaction of an item. To enable comparisons with other items and allow aggregation, the

item novelty is normalized. Novelty is then dened as and reproduced from Sánchez and

Bellogín (2018):

novf,n(i|θt) = n(f(θt(i)), θt) (9)

where the novelty of an item i and its temporal representation θt(i) is measured, based on

a novelty function f and a normalization method n.

Closser related to temporal eects on the eectiveness of a system, Dai et al. (2011)

formulate a hybrid nDCG which additionally incorporates freshness into nDCG and allows

to weight the importance between relevance and freshness which is equivalent to novelty.

They dene the hybrid nDCG as:

hybrid nDCG(n) = Zn

n


j=1

2(γyR+(1−γ)yF ) − 1

log2(j + 1)
(10)

Zn is the oracle (best possible) nDCG that bounds the hybrid nDCG between 0 and

1. γ is the weighting factor between the relevance yR measured as DCG and the freshness

yF . Additionally to the novelty measures described before, Dai et al. (2011) propose to use

page maintenance as a reference point for freshness. This measure allows for evaluating a

system’s performance with regard to temporality.

X. Zhang et al. (2019) measure word co-occurrences of keywords in scientic publi-

cations over time to evaluate the research eld evolution. A word co-occurrence takes

place if two keywords appear in the same paper. By connecting these keywords, a network

emerges and the edges are weighted by the number of co-occurrences, forming the bases

for advanced network analysis.

Thakur et al. (2021) measure the pairwise weighted Jaccad similarity for dierent

datasets. They show correlations between the Jaccard similarity and the domain of the

datasets. Further, they evaluate the eectiveness of IR systems on multiple datasets from

dierent domains. They use nDCG@10 as the only measure and BM25 as pivot system.

Results are also reported as the number of systems performing better than the pivot system.

Advancing inter-system and dataset evaluations, Sáez, Goeuriot, et al. (2021) propose

to use Result Deltas denoted as R∆ to measure change between systems on the same

environment, dierent environments and the combination of both. The R∆ is dened
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with respect to the system as:

Rs∆ = M(S1, EE1)−M(S2, EE1). (11)

It describes the dierence between the results of the systems S1 and S2 achieved by measure

M on test collection EE1. Likewise with respect to dierent EEs as,

Re∆ = M(S1, EE1)−M(S1, EE2) (12)

describes the dierence between the system S1 on the two dierent test collections EE1

and EE2 measured by M .

Rse∆ tries to capture the dierence between two systems, evaluated on two dierent

test collections. Since all components are changing, this is hard to measure. For estimation,

a pivot system is introduced and the performance of a system S1 is measured in relation

to the pivot system on EE1 and then compared to the dierence between the performance

of system S2 and the pivot system on EE2. This is formalized by Sáez, Mulhem, et al.

(2021):

Rs∆(Pivot, S1, EE1) =
M(S1, EE1)−M(Pivot, EE1)

M(Pivot, EE1)
(13)

and respectively for all other systems compared. In this constellation, a consistent and

correct pivot system is crucial. The same measures are planned to be used as relative

nDCG in the LongEval shared task (Deveaud et al., 2023).

Tonon et al. (2015) propose two measures that describe how fair systems are evaluated

based on expanding test collections. As they propose to further expand test collections

with new systems entering a ranking, retrieval results are not directly comparable anymore.

To measure that a Fairness Score and the opportunistic number of relevant documents are

proposed. Evaluations with pooling-based test collections assume not judged documents to

be not relevant. With relevance judgments added and systems evaluated simultaneously,

systems that are evaluated later and with more judgments are more precise. To measure

that, the Fairnes Score (FS) is measured based on the AP and formulated as:

FS(run) =



k = 1k=1JudCov(k) · J(k)

n
. (14)

JudCov(k) is the fraction of judged documents in the top k ranking positions of the results

for a topic and J(k) is 1 if the k-th document is judged and 0 if not. The measure is 0 if

no retrieved documents are judged and 1 if all are judged.

Further, they dene the relative dierence between a new and the current best system

which is equivalent to eqasion 3.4.4, just that the best system instead of a stable pivot

system is used. In the continuous evaluation framework as described by Tonon et al. (2015)

this can be used to calculate an upper and lower bound of an expected performance, taking

the documents that would need to be judged into account. Likewise, the opportunistic

number of relevant documents is calculated as the minimum number of documents needed

to reliably show that a new system outperforms the current best system. This helps to

estimate the cost of an evaluation.
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3.5 Summary

An extensive literature review was conducted to investigate persistence over time. By that

the research question How is the environment of an IR system evolving? is answered. The

question is further divided into three sub-questions which are rst quantitatively and then

qualitatively assessed. Concerning the sub-question What are the evolving components of

an IR environment?, 11 components are identied. They can be organized partially in a

hierarchy but sometimes also in parallel. At the core, they resemble an IR test collection.

Further components are more related to the user or the system. Closely connected to the

components, the change is investigated in the sub-question How do the components in an

IR evaluation environment evolve? The changes observed often aect multiple components

and cannot clearly be discriminated. Often a duality can be observed between individual

change and collective change or short-term and long-term change. For example, a document

changes but also the corpus as the entirety of documents changes as well, or the interest

of a user changes and collectively this forms trends. All in all, the environment of an IR

system is highly dynamic with most components evolving over time.

The third question How can this evolution be measured? is dicult to answer, as no

method or framework is established yet as state of the art. Rather dierent measures

are used to quantify the various changes in the evaluation environment. To approximate

persistence, few or no changes can be interpreted as persistence. On a high level, change

is measured as the delta between, mostly two, points in time. Long-term investigations,

comparing multiple points in time are rare, except to investigate language change. Only

a few attempts could be found that actually investigate how changes in the evaluation

environment aect retrieval eectiveness. More specic measures are missing, which makes

a nuanced comparison dicult. As shown earlier, results are inuenced by many changes

making comparisons dicult again. Often it is not clear to what components the observed

changes should be attributed to. This also shows the importance of using multiple measures

to gain a more complete understanding.

An open research question remains about how resilient dierent IR systems are against

evolving environments. Only little research explicitly focuses on this question, but with

the LongEval shared task, a rst testbed is created to specically address this question.

Besides testbeds that are capable of isolating dierent components to evaluate their impact

on the eectiveness of a system, dedicated measures are needed to quantify that. While

the proposed result deltas are a rst step in this direction, more precise measures are yet

to be found. A further open question regards how to le an improving performance over

time. While persistence is not given if better results are obtained over time, the users

benet from better results.

Methodologically, this study was only partially successful. With less than 10 % relevant

publications found, the gained ndings in relation to the eort seem not in balance. Es-

pecially the strong correlation between relevant publications and primarily considered IR

venues suggest focusing on these sources. Almost all literature from the preliminary search

was re-discovered in the review. However, additional highly relevant literature was also

found after the review. This shows that the keywords that were used could not extensively

capture all aspects of the topic.
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In conclusion, to consider the evolving environment during eectiveness evaluation,

many components need to be considered with dierentiating and specic measures. While

many eects can be measured, they often overlay and it remains dicult to dierentiate

the eects to precisely attribute them to the system or the EE. The diversity and number

of results can be interpreted as a general concern about temporal persistence. However,

the lack of specicity also shows a general research gap.
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4 The Evaluation Environment

The eectiveness of a retrieval system does not solely depend on the system’s capabilities.

Rather it is inuenced by various other components that it is exposed to or relies on. In a

Craneld test collection (Cleverdon, 1997), these components are xed. In other evaluation

cases, they are not. Sáez, Goeuriot, et al. (2021) dene these components as the Evaluation

Environment (EE). They include the entirety of resources that are needed to evaluate an

IR system. Focussing on test collections, they name the topics, the corpus and the qrels

as well as the evaluation measures and the pooling strategy. Based on the components

and changes we identied in the literature review, we extend the EE beyond static test

collection experiments to capture the general IR problem as described in Section 2.1.

Therefore, the core components, the query, the corpus and the results function as general

categories, to which the other components are vaguely related too. Since each category

contains dierent changes and these changes may happen on dierent levels, the inevitable

emerging hierarchy does not necessarily t. Likewise, rather dierent changes may be

grouped in a category, just because they are related to the same component. This is

dicult to avoid, considering the versatility of the dierent components and changes.

We comprised this in a schematic visualization shown in Figure 7, which provides a

visual overview and helps to navigate the dierent components in continuous experiments.

The system is located in the center and the other components which inuence it are located

in layers around the system. First, the three core components form broader categories

followed by the more granular components. The language surrounds the EE as an aura

due to its ubiquitous eect.

For navigational purposes, the dierent components which are assessed in an experi-

ment can be highlighted as shown in Figure 8. The EEs of the three experiments which will

be described in the next section are visualized. As indicated by the highlight of multiple

components, a change in more than one component is often investigated. This is due to

the diculties of isolating changes. Therefore, the highlights need to be understood as the

focal point of an experiment and not as the solely changing components. For example,

when investigating changes in document updates, like by using reproducibility measures

on two sub-collections, these sub-collections may be aected by an evolving language.

In the following, the three main components, the query, the corpus and the results are

further described. Then, a rst set of measures is proposed to quantify changes in the EE

and the ndings are summarized.

4.1 Query

Queries underlie dierent changes. For example on a collective level as the trac of a

search engine that forms trends, or on an individual scale as changing expression of an

information need in a session or topic. The user, information need and topic are directly

related to the query. The query is a direct manifestation of the information need from a

user, which is captured in a topic. User related changes are often observed in relation to

their interests, engagement and knowledge. This occurs over dierent timeframes, from

a session to longer periods. The information need of a user can as well change during a
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Figure 7: Schematica visualization of the Evaluation Environment (EE).

Figure 8: Schematic visualization of the EEs for the three experiments, Result Delta (left), repli-
cability (center), reproducibility (right) as detailed in Section 5.

session with an improved understanding of the topic. Longer-term changes have dierent

triggers like seasons or events. These components are abstracted and xated in topics

containing a xed set of queries and ideally further description of theire information need.

By variating these topics, changes can be simulated in a controlled setting. Nevertheless,

in connection with the other components in a test collection, they still underley these

changes. This shows how these components are strongly interconnected.

4.2 Corpus

The corpus consists of documents that are related to domains and categories. Changes

in the corpus can be partially aligned with the CRUD operations, create, update and

delete. Either documents are added or removed from the corpus or documents are up-

dated. More precisely, this happens on the document level, which indirectly inuences the

corpus. Through these changes, the collection changes its semantic content. The content



4 The Evaluation Environment 30

topics evolve over time, which can be modeled and tracked. Thereby, new topics get more

attention and others less. Topics also split into dierent ones over time or can merge. This

is strongly connected with concept drifts and form the domain on a global level. These

changes may directly inuence the eectiveness of an IR system if the properties of the

corpus diverge. While the system was initially adapted to a corpus, or may only perform in

a certain way on a corpus during assessment, these properties may not be given anymore.

Therefore, the true eectiveness of the system on the diverging corpus is unknown.

4.3 Results

The results are the nal artifact of the retrieval eort, combining the query and the corpus.

Ideally, they are relevant. The results may change in quality based on the corpora and

queries, but also in quantity over time. The relevance is dynamic since documents become

outdated or are overshadowed by newer and more relevant documents. Further, facts can

change. The relevance corresponding to query document pairs is preserved in the qrels.

These assessments are often not available for all combinations, so that additional relevance

assessments can be added later. Further, changes in the assessment strategy inuence the

documents that are assessed or the guidelines for the assessments. Since the eectiveness of

a system is directly evaluated by the results, they have an immediate inuence, independent

from the type of experiment.

4.4 Measures and Methods

The systems and measures are not understood as part of the EE. This is because they are

exchangeable in this context. The measures are connected with the dierent components

of the EE as they quantify the change. These might be for example to measure how

documents have evolved, how the trac is composed over time or how this inuences the

eectiveness of the systems.

In addition to the EE, a set of measures and methods is proposed. Since the components

group dierent changes, and not all changes may be assessed, the list is not necessarily

exhaustive. It rather shows a rst attempt to quantify the changes in the EE. Further, these

measures and methods are not necessarily bound to specic components but often can be

applied to dierent or multiple ones. Especially the text-based components like documents

and queries can often be assessed with the same measures. Therefore, the group of textual

measures is introduced. Further, user-centered measures and methods quantify changes

like trac evolution or user knowledge and the relevance measures quantify the eect on

the system.

Textual:

• Relative text length

• Relative number of changes

• Novelty

• Jaccard similarity

• Dice coecient
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• Word co-occurrences

• Topic modeling measures

• Unique words

• Entropy of word distribution

• Kurtosis of word distribution

• Embedding similarity

• Perplexity gain

User:

• Number reformulations in a session

• Trac evolution

• Trac per query type

• Knowledge tests

• Clicks and click model indicators

Relevance:

• Relevance proles of documents and queries

• Evaluation fairness score

• Result deltas

• Cross-domain evaluation

4.5 Summary

Dening the EE is a foundational step necessary to address changes that inuence the

eectiveness of IR systems. To dierentiate precisely between eects, locating them is a

necessity. Therefore, the dierent components need to be investigated on their own and

also the eect on the eectiveness of the systems.

All main components of traditional experiment types can be found in the EE. For

example the corpus, topics and qrels a static test collection is composed of, or A/B tests

and living labs with the corpus, queries and user interactions. By expanding the EE beyond

the traditional test collection, it gets more applicable to all types of experiments and also

incorporates additional components, with their changes, which previously could not be

mapped.

Related to the EE, dierent measures and methods are gathered, that are related to

the dierent components. While this list is certainly not exhaustive and further specica-

tions and investigations are needed, it may be used as a foundation for future work. The

magnitude of change that can be observed in relation to the EE shows how continuous

evaluation of an IR system is not possible without taking the changing EE into account.
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5 Evaluating Temporal Persistence Using Replicability Mea-

sures

In real-world Information Retrieval (IR) experiments, the Evaluation Environment (EE)

is exposed to constant change. Documents are added, removed or updated, and the in-

formation need and the search behavior of users is evolving. Simultaneously, IR systems

are expected to retain a consistent quality. The LongEval Lab seeks to investigate the

longitudinal persistence of IR systems, and in this work, we describe our participation.

We submitted runs of ve advanced retrieval systems, namely a reciprocal rank fusion ap-

proach, ColBERT, monoT5, Doc2Query and E5, to both sub-tasks. Further, we cast the

longitudinal evaluation as a replicability study to better understand the temporal change

observed. As a result, we quantify the persistence of the submitted runs and see great

potential in this evaluation method.

5.1 Introduction

This paper describes our contribution to the CLEF 2023 LongEval Lab.10 The lab seeks to

investigate the temporal persistence of retrieval systems and therefore provided a rst-of-

its-kind web retrieval collection with three sub-collections from dierent points in time (De-

veaud et al., 2023). We participated in the retrieval task by providing runs of ve systems

to both sub-task.

A retrieval system’s Evaluation Environment (EE) is under constant change. Not only

but especially web retrieval systems are exposed to this due to the dynamic nature of

the web. Documents, websites in this case, get created, updated or created (Bar-Ilan,

2002; Dumais, 2010). But besides the evolving collection, all other aspects of an EE

underlay change as well, from the information need and search behavior of the users (Adar

et al., 2009) all the way to the evolving language itself (Jatowt & Tanaka, 2012). These

changes raise questions about the persistence and generalizability of IR system eectiveness

evaluations.

By requiring a temporarily reliable system to perform consistently over time, evalu-

ating this can be understood as a replicability task. Oriented at the ACM denition of

replicability11, the goal is to achieve the same measurements in a dierent experimental

setup, in this case, at a proceeded point in time.

To investigate temporal persistence, we submitted runs of ve advanced retrieval sys-

tems to both sub-tasks of the LongEval Lab. The systems are not specically adapted to

change or the LongEval dataset to form an idea of how temporal reliably system-oriented

IR evaluations following the Craneld paradigm are. Further, as a proof of concept, we

use the replicability measures Delta Relative Improvement (∆ RI) and the Eect Ratio

(ER) Breuer et al., 2020 to investigate the temporal persistence. In short, the contributions

of this work are:

• Descriptions of ve state-of-the-art systems submitted to both retrieval sub-

tasks,

10https://clef-longeval.github.io
11https://www.acm.org/publications/policies/artifact-review-and-badging-current
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• an extensive evaluation of retrieval eectiveness,

• an adaptation of replicability measures to evaluate temporal persistence,

• an open-source release of the experimental setup.

The remainder of this paper is structured as follows. Section 5.2 contains an analysis

of the LongEval dataset. The ve retrieval systems are described in Section 5.3. Further,

Section 5.4 provides the results on the train slice and a preliminary evaluation of the

results. In Section 5.5, we describe the replicability eorts. This paper concludes with a

short discussion and some future work in Section 5.7. The code is publicly available on

GitHub.12

5.2 LongEval Dataset

To our knowledge, the LongEval dataset (Deveaud et al., 2023) is the rst dataset speci-

cally designed to investigate temporal changes in IR. On a high level, the collection consists

of three sub-collections from dierent points in time. Each collection contains topics and

qrels. The documents as well as the topics and qrels originate from the French, privacy-

focused search engine Qwant.13 For this work, we entirely rely on the English automatic

translations of the dataset. The documents contain the cleaned content of websites. They

are ltered for adult and spam content, but no further processing was done, sometimes

leaving unconnected phrases, keywords or code artifacts in the documents.

The topics are selected according to “popularity, stability, generality, and diversity” (De-

veaud et al., 2023). For these topics, queries are selected from the Qwant search engine

logs if they contain the topic as a sub-string. The qrels for the shared task are simulated

based on the Cascade Click Model (Chapelle & Zhang, 2009; Craswell et al., 2008). Docu-

ments are assessed as not relevant, relevant and highly relevant. Further, human-assessed

gold labels are announced for September (2023). More details can be found in the original

publication (Deveaud et al., 2023).

The sub-collections are sequential snapshots of an evolving search environment for tem-

poral comparison. The topics are constructed once, but the queries are partially changing

across sub-collections. The documents, i.e., the websites identied by the URL, are also

mainly static across sub-collections but the content of the documents changes.

The collections are organized into a WT, ST and LT sub-collection. The WT (within

time) sub-collection was created in June 2022. The ST (short-term) sub-collection was

created in July 2022, immediately after the WT collection. The third sub-collection, LT

(long term), contains more distant data as it was created with a one-month gap from ST

in September 2022. Table 3 gives an overview of the sub-collections.

The LongEval dataset contains over 1.5 million documents. Not every document is

present in every sub-collection, but most documents do. The core document collection

contains 1,011,613 documents. They are present in every sub-collection but do not neces-

sarily contain exactly the same content. The documents evolve over time, meaning that

the content of one website might change over time. To capture this change on a general

12https://github.com/irgroup/CLEF2023-LongEval-IRC
13https://www.qwant.com/
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WT ST LT Intersection

Timeframe June 2022 July 2022 September 2022

Number documents 1,570,734 1,593,376 1,081,334 1,011,613

Mean document length 794.11 793.96 807.28

Min document length 0 0 1

Max document length 7065 12210 7255

Number queries 753 860 910 124

Mean query length 2.73 2.71 2.52

Min query length 1 1 1

Max query length 6 11 9

Table 3: LongEval subcollection statistics. The length of documents and queries are measured in
tokens, split on white spaces. The query WT q062213307 and ST q072211861 is excluded as an
outlier since it only contains the token leg 108 and 110 times.

Figure 9: The evolution of the LongEval dataset documents across the three sub-collections.
Transitioning from one sub-collection to the next, documents are added, removed or updated.
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Figure 10: Distribution of queries over the topics per sub-collection and total. The plot shows
the long-tail distribution of topics.

level, Figure 9 shows how many documents increase or decrease in character length and

how many documents are added, deleted or stay the same in length.

Like the documents, the queries change over time as well. However, relatively fewer

core queries that appear in all sub-collections exist. In total, only 124 unique query strings

appear in all collections. Considering the query ids, the overlap is larger. This is due to

duplicate queries, probably caused by the automatic translations.

Following the method described by (Deveaud et al., 2023), the queries can be attributed

back to the original topics. Therefore, each query gets all topics assigned where the query

contains the topic as a substring. To match the original procedure, the mapping is done

based on the French topics and queries and the English names are only used for reporting

at the end. Unluckily, this leaves many queries without a topic. Three exceptions are

introduced to assign these queries a topic. First queries that contain the string taxe are

assigned the topic impots(taxes). Then, an additional topic video is introduced which can

be assigned to 134 queries. Finally, the query amber heard14 is assigned to the topic johnny

depp.

The number of queries per topic variates highly between only one query up to 618

queries in total. Figure 10 shows the full distribution of queries per topic and sub-collection.

The distribution appears to be skewed with a long tail of topics that only appear less than

50 times. Seven of the 24 topics even don’t appear in all three sub-collections.

Investigating the queries of the largest topics eau(water), many topics that were falsely

related to the topic appear. For example the query aeroport bordeaux 15 contains the topic

eau as a sub-string, but has nothing to do with the topic. This may be the case for further

topics and impedes per-topic evaluations without further assessment.

The qrels classify documents on a scale of not relevant, relevant and highly relevant.

In general, the dataset has few assessed documents per topic. While the mean number of

qrels is 14 per topic, the absolute number uctuates between 2 and 59. Figure 11 shows

the distribution of all qrels per query. Most of the documents are marked as not relevant,

14LongEval ST qid: q072287
15LongEval WT qid: q062228



5 Evaluating Temporal Persistence Using Replicability Measures 36

Figure 11: Distribution of qrels per query for the WT train sub-collection.

and the distribution of relevant and highly relevant qrels is skewed as well. Especially the

highly relevant qrels are rare, with a maximum of only four and a mean of only one highly

relevant document per topic. These documents carry a specially high weight because they

are so rare and may change a ranking drastically. While relevant qrels are generally rare,

16 queries don’t have a single relevant document.

5.3 Approaches and Implementations

We compared dierent ranking functions and multi-stage retrieval systems on the WT

train slice of the LongEval dataset. The systems were chosen as they represent state-of-

the-art, o-the-shelf methods that are used in many evaluations. Therefore, it is especially

interesting how these systems behave over time without being specically adapted to a

changing environment.

5.3.1 Statistical Ranking Functions

Dierent ranking functions were used as baselines in their default congurations. Special

attention was given to the BM25 (Robertson et al., 1994) ranking function as it has been

proven to be a robust, ecient and often hard-to-beat baseline. We use this run to compare

advanced systems to it. Since we use the PyTerrier (Macdonald & Tonellotto, 2020)

framework for experiments, the default parameters k1 = 1.2 and b = 0.75 were kept.

Further we included PL2 (Amati, 2003), TF-IDF and XSqrA_M (Amati, 2006).

For advancing the ranking functions, two query expansion methods are employed.

Namely, RM3 (Jaleel et al., 2004) and Bo1 (Amati, 2003) are used to extend the queries

through pseudo-relevance feedback. The default PyTerrier parameters are also kept here;

three feedback documents were used to gather ten feedback terms.

5.3.2 Rank Fusion

Multiple runs were combined into a single ranking to prot from the diversity of multiple

ranking functions. First, BM25, XSqrA_M and PL2 are fused through Reciprocal Rank

Fusion (RRF) (Cormack et al., 2009) with the ranx Python library (Bassani & Romelli,

2022). Further runs are created by using the pseudo-relevance-feedback methods on top of
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BM25. The default parameters mink = 10, maxk = 100 and step = 10 were used for the

RRF.

5.3.3 ColBERT

ColBERT (Khattab & Zaharia, 2020) applies the BERT (Devlin et al., 2019) Language

Model (LM) to overcome the lexical gap (Furnas et al., 1987) by creating semantic repre-

sentations of queries and documents as embeddings. In contrast to traditional BERT-based

approaches like cross encoders, the interaction mechanism used to calculate the similar-

ity between a document and a query is detached from the embedding creation process.

However, in contrast to bi-encoder systems, nuanced similarities can be calculated. To do

so, semantic representations for a query or a document are calculated as a set of token

embeddings. The relevance score between a query and a document is then calculated as

the sum of the max of the cosine similarity or the L2 distance between all embeddings for

the query and the document.

By separating the scoring from the embedding process, the eciency at run time can

be greatly improved as all document embeddings can be calculated beforehand oine.

ColBERT can also be used in a later retrieval stage as a reranker. The PyTerrier version

of ColBERT 16 was used in a zero-shot fashion. Besides using ColBERT as a rst-stage

retriever, where the whole corpus is converted to embeddings, ColBERT was also used to

rerank the top 1000 BM25 results.

5.3.4 monoT5

The potential of sequence-to-sequence models can be fostered for the ranking task by

providing a query and a document as input and asking the model to decide if the document

is relevant for this query by generating "true" or "false." The softmax of the generated

token probability is then used as condence for the predicted class to compute the nal

relevance of the document (Nogueira et al., 2020). The T5 (Rael et al., 2020) model was

ne-tuned in this fashion on the MS Marco passage retrieval dataset (Nguyen et al., 2016)

as monoT5 by Pradeep et al. (2021). This model is then used in a second stage to rerank

BM25 rankings and achieves great results, even as a pre-trained model on other datasets

and domains (Pradeep et al., 2021).

The T5 model supports 512 sub-word tokens, and the LongEval dataset consists of

documents with an average length of around 800 tokens. To avoid arbitrary truncation,

the document retrieval task is formulated as a passage retrieval task and the top 1000

BM25 results are split into (still arbitrary but shorter) passages with an overlap half the

size of the passage. By that, the whole document texts are reranked by monoT5. Further,

the maximum relevance score of all passages from one document is used as the relevance

score of the document for the nal ranking.

For comparison and to avoid arbitrary sequences, the full documents are used instead

as well. This approach seems reasonable since not too much text is cut o from the average

document, and the title and introductions with high-level terms, similar to the query terms,

are often located at the beginning of a document and are therefore captured by the model.

16https://github.com/terrierteam/pyterrier_colbert
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5.3.5 Doc2Query

Instead of applying a language model at the reranking stage, Doc2Query (Cheriton, 2019)

uses the T5 model to generate likely queries that a document could answer. These ad-

ditional queries are then indexed along the document itself. By that, natural language

queries can result in exact matches using traditional ranking functions and alleged rele-

vant terms are boosted. This results in an advanced index that can be eciently searched

independent of methods.

The eectiveness is highly dependent on the number of queries that are added to the

documents during indexing since this determines how much content is added. For this

experiment, we used three and ten queries. While Nogueira and Lin (2019) used up to 80

queries, a maximum of ten queries were chosen to match the available resources.

5.3.6 E5

Recently L. Wang et al. (2022) achieved superior performance with the E5 model fam-

ily. It is the rst model that outperforms BM25 in a zero-shot retrieval setting on the

BEIR (Thakur et al., 2021) benchmark. The performance is attributed to the large and

high-quality dataset, the contrastive pre-training and the advanced ne-tuning process.

The new paired dataset CCPairs (Thakur et al., 2021) of query passage pairs was used for

training. It contains 1.3 billion query document pairs from Reddit, Wikipedia, Semantic-

Scoolar, CommonCrawl and Stack Exchange and news websites.

The models E5small and E5base are used in a zero-shot fashion to create embeddings for

all queries and documents. The documents are truncated at 512 sub-word tokens to t in

the model and not split into passages for eciency. A Faiss17 at index was created from

all embeddings, and L2 was used to score the query document similarity.

5.4 Evaluation

In the following, results for the initial experiments on the train slice of the WT sub-

collection are reported, and the submitted systems are analyzed. Then, the runs and

results on the full dataset are described.

5.4.1 System Selection

Table 4 gives an extensive overview of the initial experiments. BM25 appeared to be

a strong baseline, outperformed only by some systems and most often not statistically

signicant on all measures. The best runs of the dierent types were chosen for submission,

also with the goal in mind to provide a diverse set of runs for the planned pooled gold

annotation (Deveaud et al., 2023).

For the ocial ranking, we submitted to both sub-tasks the ve systems:

1. RRF(BM25+Bo1-XSqrA_M-PL2) as IRC_RRF(BM25+Bo1-XSqrA_M-PL2)

2. BM25+colBERT as IRC_BM25+colBERT
17https://faiss.ai/
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System MAP Bpref RR P@20 nDCG nDCG@20

BM25 0.1452 0.3245 0.2604 0.0654 0.2884 0.2087

PL2 0.1408 0.3352 0.2572 0.0650 0.2884 0.2064

TF-IDF 0.1467 0.3259 0.2637 0.0660 0.2907 0.2109

XSqrA_M 0.1428 0.3265 0.2629 0.0633 0.2871 0.2042

BM25+Bo1 0.1470 0.3341 0.2534 0.0661 0.2922 0.2075

BM25+RM3 0.1426 0.3295 0.2408 0.0658 0.2867 0.2035

RRF(BM25, XSqrA_M, PL2) 0.1462 0.3380* 0.2646 0.0656 0.2967* 0.2101

RRF(BM25+Bo1, XSqrA_M, PL2) 0.1511 0.3466* 0.2686 0.0673 0.3040* 0.2156

RRF(BM25+RM3, XSqrA_M, PL2) 0.1472 0.3472* 0.2589 0.0676 0.3008* 0.2125

BM25+passages+monoT5 0.1540 0.3369 0.2743 0.0708* 0.2969 0.2196

BM25+monoT5 0.1809* 0.3494* 0.3216* 0.0768* 0.3208* 0.249*

d2q(3)>BM25 0.1578 0.3411 0.2630 0.0752* 0.2940 0.2284*

d2q(10)>BM25 0.1638* 0.3382 0.2862* 0.0707* 0.3070* 0.2287*

colBERT 0.1652 0.3435 0.3045* 0.0689 0.2989 0.2290

BM25+colBERT 0.1682* 0.3447 0.3046* 0.0692 0.3082* 0.231*

E5_small 0.1437 0.3265 0.2705 0.0619 0.2762 0.2039

E5_base 0.1545 0.3483 0.2826 0.0634 0.2910 0.2128

Table 4: Results on the train slice of the WT sub-collection. The best results per group are
highlighted in bold and signicant dierences with Bonferroni correction to the BM25 baseline
are denoted by an asterisk (∗).
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Figure 12: The ARP of nDCG (left), Bpref (center) and Recip Rank (right) from the submitted
systems at WT, ST and LT.

3. BM25+monoT5 as IRC_BM25+monoT5

4. d2q(10)>BM25 as IRC_d2q(10)>BM25

5. E5base as IRC_E5_base

The BM25 baseline achieved an nDCG of 0.2884 on the WT train sub-collection slice.

A MAP of 0.1452 is reported, but as initially shown in the data analysis in Section 5.2,

only a few qrels per query are available; we relied on the Bpref (Buckley & Voorhees,

2004) measure instead. Here, a score of 0.3245 is achieved. Notably, compared to BM25,

TF-IDF outperforms BM25 slightly but is not statistically signicant. Regarding the runs

with additional pseudo-relevance feedback, no signicant improvements are made as well.

The RRF runs show the rst signicant improvements. The fusion run of the three

runs BM25+Bo1, XSqrA_M and PL2 signicantly outperform the BM25 baseline on MAP

and nDCG by little. Larger improvements and the overall best results are achieved with

BM25+monoT5. This run is signicantly better on all measures and archives a 0.0324

higher nDCG. The passage retrieval version of the run performs considerably worse, similar

to the baseline. The gap between the BM25 results on the two Doc2Query extended indexes

is similar. While the results on the version with three additional queries per document

make statistically no dierence to the baseline, the results on the ten queries indexes are

almost as good as the ones with BM25+monoT5 on all measures, except for P@20, which

is even better. BM25+ColBERT performs slightly worse overall. Focusing on P@20, the

system diers not from the baseline. Employing ColBERT as a rst-stage ranker impairs

the performance further. The results achieved with the E5 models as rst-stage rankers

are not signicantly dierent from the baseline. Still, the base version outperforms the

baseline in all measures, and the small version does on Bpref and RR.

5.4.2 Test Results

For the evaluation of the result, consistency is the main goal rather than high performance.

The underlying assumption is that the system would continuously achieve the same per-

formance. To evaluate this, the Result Delta (Re∆) between the averaged retrieval per-
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formances at two dierent points in time is measured as proposed by Sáez, Mulhem, et al.

(2021). The results are presented in Table 5 and visualized in Figure 12.

IRC_RRF(BM25+Bo1-XSqrA_M-PL2): The fused run contains at least 1000 results for all

topics in the WT sub-collection. For the ST sub-collection the system could not nd any

documents for four queries. Namely the queries to, a, the and the18 resulted in empty

rankings. These queries consist only of stopwords, which leave an empty query string after

query processing. These queries are most likely bad translations from the terms verseau,

argentique, nanterre and falloir, mostly containing named entities. For the two LT sub-

collection topics cadreemploi and a19, no BM25 rst stage ranking could be created. While

a is again just a stopword, for the term cadreemploi no results were found, which might be

due to a spelling error where actually the French job exchange website cadremploi might

be mend. The topic cadreemploi is present exactly the same in the French queries.

The Average Retrieval Performance (ARP) — dened by the mean retrieval perfor-

mance over multiple topics — improves slightly over time. In general, the deltas measured

for the sub-collections are really small. The ∆ nDCG between WT and ST is only -0.0097

and between WT and LT -0.0226.

IRC_BM25+colBERT: Based on the WT sub-collection for the topic ducielalaterre20 no

documents were found, and for all other topics, at least 1000 documents could be retrieved.

Since ColBERT was employed as a reranker on top of BM25, the four topics to, a, the and

the21 still remain empty. For 28 other topics, only less than 1000 documents, ranging be-

tween three and 663, could be found. Like before, the LT sub-collection topics cadreemploi

and the topic a22 remain empty. For further 22 topics, less than 1000 results were found.

For example, the fewest results were found for the topic the audeau.23

The ARP is increasing over time, as already observed for the RRF system. However,

the dierences are larger for this system. Between WT and ST the ∆nDCGs is -0.0249,

and between WT and LT -0.0326.

IRC_BM25+monoT5: The composition of the runs stayed mostly the same for these runs.

Since they also use BM25 as the rst-stage ranking, the bottleneck for empty or short topic

results remains.

As already observed on the train slice of the WT sub-collection, the ARP is the highest

achieved on all measures and sub-collections compared to the other submitted systems,

with small exceptions. One strong exception is the Bpref of only 0.3093 on the WT sub-

collection, the smallest score achieved overall. However, the results are inconsistent, the

deltas are higher, especially for Bpref.

IRC_d2q(10)>BM25: Through the document expansion with Doc2Query, at least 37

documents were found for the previously empty WT sub-collection topic ducielalaterre.24

However, for the other sub-collections, the results stayed similar. Doc2Query performed

weaker than initially on the train slice before, especially in comparison to monoT5. The

18LongEval ST qid: q072214697, q072222604, q072224942, q072212314
19LongEval LT qid: q0922511 and q092219105
20LongEval WT held out qid: q062216851
21LongEval ST qid: q072214697, q072222604, q072224942 and q072212314
22LongEval LT qid: q0922511, q092219105
23LongEval LT qid: q092220802
24LongEval WT held out qid: q062216851
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ARP Re∆

WT ST LT WT, ST WT, LT

B
pr
ef

BM25 0.2924 0.3154 0.3171 -0.0230 -0.0247

RRF 0.3122 0.3264* 0.3220 -0.0142 -0.0098

ColBERT 0.3246 0.3445* 0.3288 -0.0392 -0.0336

monoT5 0.3093 0.3485* 0.3429* -0.0244 -0.0228

d2q 0.3109 0.3353* 0.3337* -0.0199 -0.0042

E5 0.3270 0.3519* 0.3554* -0.0249 -0.0284

P
@
20

BM25 0.0648 0.0658 0.0722 -0.0010 -0.0074

RRF 0.0658 0.0657 0.0738 0.0001 -0.0080

ColBERT 0.0704 0.0705* 0.0775* 0.0013 -0.0075

monoT5 0.0781* 0.0768* 0.0856* -0.0021 -0.0109

d2q 0.0684 0.0705* 0.0793* -0.0001 -0.0071

E5 0.0673 0.0652 0.0726 0.0021 -0.0053

nD
C
G

BM25 0.2697 0.2871 0.2989 -0.0174 -0.0292

RRF 0.2842* 0.2939* 0.3068* -0.0097 -0.0226

ColBERT 0.2883 0.3132* 0.3209* -0.0222 -0.0342

monoT5 0.3034 0.3256* 0.3376* -0.0326 -0.0465

d2q 0.2746 0.3072* 0.3211* -0.0249 -0.0326

E5 0.2891 0.2970 0.3131 -0.0079 -0.0240

Table 5: Results on the three (test) sub-collections as well as the deltas between them. The best
system per measure and group is highlighted in bold and signicant dierences from the BM25
baseline are denoted with an asterisk*.



5 Evaluating Temporal Persistence Using Replicability Measures 43

Figure 13: RRF ∆nDCG results per topic for WT to ST (top) and WT to LT (bottom). The
topics are ordered according to the delta.

result deltas between WT and ST and WT and LT are among the highest for nDCG and

P@20.

IRC_E5_base: Since the E5 model is based on k-NN and no stopwords were removed, for

every topic, 1000 results were found. Compared to the train slice of the WT sub-collection,

the system performed better. It achieved the highest Bpref on all three sub-collections and

a high overall nDCG. The results are especially consistent between sub-collections with a

∆nDCG of 0.0079 between WT and ST and -0.0240 between WT and LT.

5.5 Temporal Persistence as Replicability

Building upon the result delta evaluation as introduced by Sáez, Mulhem, et al. (2021),

we propose to use replicability measures to further investigate the environment eect on

the systems. As described and implemented by Breuer et al. (2020), Breuer et al. (2021),

the ARP may hide dierences between the topic score distributions. For example, the

RRF system achieved a high nDCG (0.28) at WT and is relatively stable considering the

Re∆(WT,ST ) of 0.001. However, the per-topic results uctuate between -0.4 and 0.8, as

shown in Figure 13. For some topics, the retrieval performance improves, while the changes

of the EE harms retrieval performance for other topics. We note that these circumstances

require a more in-depth evaluation.

For a more detailed analysis of how the topic score distributions change, we cast the

temporal comparison into a replication task, i.e., we evaluate the same set of systems on

dierent data. Naturally, a direct comparison based on dierent sub-collections is dicult

since it remains unclear if the observed eects should be attributed to the system or the

changing EE. To overcome this problem, a pivot system similar as described by Sáez,

Mulhem, et al. (2021) is used, and likewise, the experimental system is kept xed in both

EE. Eects are measured in comparison to this pivot system on one sub-collection and

then compared to the same setup on a later sub-collection. To align the terminology, the
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pivot system is a baseline run, BM25 for simplicity in this example, and the advanced run

is the experimental system investigated.

In addition to the Re∆, as reported earlier in Table 5 we report the Eect Ratio (ER)

and the Delta Relative Improvement (∆ RI). The ER (Breuer et al., 2020) is originally

dened by the ratio between relative improvements of an advanced run over a baseline run.

The relative improvements are based on the per-topic improvements, which are adapted

for changing EEs as follows:

∆MEE1

j = MEE1

j (S)−MEE1

j (P ),∆′MEE2

j = MEE2

j (S)−MEE2

j (P ) (15)

where ∆MEE1

j denotes the dierence in terms of a measure M between the pivot

system P and the experimental system S for the j-th topic of the evaluation environment

EE1. Correspondingly, ∆
′MEE2

j denotes the topic-wise improvement in the evaluation

environment EE2. The ER is then dened as:

ER


∆
′MEE2 ,∆MEE1



=
∆′MEE2

∆MEE1

=

1
nEE2

nEE2

j=1 ∆
′MEE2

j

1
nEE1

nEE1

j=1 ∆MEE1

j

. (16)

More specically, the mean improvement per topic between the pivot and experimen-

tal system on one sub-collection (of EE1) in comparison to the eect on the other sub-

collection (of EE2) is measured. Thereby, the ER is sensitive to the eect size. If the eect

size is completely replicated in the second sub-collection, the ER is 1, i.e., the retrieval

system is robust. If the ER is between 0 and 1, the eect is smaller, indicating a less

robust system with performance drops. If the ER is larger than 1, the eect is larger,

indicating performance gains caused by the change of the EE. Additionally, we include the

∆ RI (Breuer et al., 2020), based on the relative improvements (RI) that are adapted to

the LongEval denitions as follows:

RI =
MEE1(S)−MEE1(P )

MEE1(P )
, RI′ =

MEE2(S)−MEE2(P )

MEE2(P )
(17)

where MEE denotes the score of a measure M determined with EE, and S and P

denote the experimental and pivot system, respectively. The ∆ RI is then dened as:

∆RI = RI− RI′. (18)

Therefore, a comparison between dierent sub-collections is straightforward. The ideal

∆ RI of 0 is achieved if the RI is the same between both sub-collections, indicating a robust

system. The more ∆ RI deviates from 0, the less robust is the system, whereas negative

scores indicate a more eective experimental system S in the evaluation environment EE2,

and higher scores correspond to a less eective experimental systems than in the evaluation

environment EE1. All of the replicability measures were implemented with the help of

repro_eval (Breuer et al., 2021), which is a dedicated reproducibility and replicability

evaluation toolkit.
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Even though the replicability measures do not necessarily require the same topics for

each sub-collection, we harmonized the topics. Therefore, we only rely on the core queries

that are shared between the sub-collections in this analysis. Given this methodology, the

extended results are presented in Table 6. For all systems, the ARP decreases slightly at

rst (WT to ST) but increases in the long run (WT to LT) — a circumstance that is also

reected by the lower Re∆ scores for WT to ST compared to WT to LT.

The ER and ∆ RI complement Re∆. For instance, monoT5 achieved similar P@20

scores on WT and ST, resulting in a Re∆ score of 0, which indicates perfect robustness

in terms of Re∆. However, when comparing ER and also ∆ RI, a more granular analysis

is possible. In this case, the scores are close to but dierent from the perfect scores of 1

and 0, respectively, which would indicate perfect robustness. In general, the Re∆ scores

do not always agree on the most robust system with ER and ∆ RI. By these ndings,

we conclude that the replicability measures provide another perspective of the robustness,

and we emphasize once again that it is also important to consider the topical variance over

time.

Furthermore, we see that it is not enough to consider the dierences of a single retrieval

measure like nDCG. Depending on the evaluation measure, dierent systems perform best

in terms of robustness. For instance, Re∆ of nDCG is lower for ColBERT and d2q than

that of monoT5, while Re∆ of P@20 is lower for monoT5. Similarly, the replicability mea-

sures should be instantiated with dierent retrieval measures to get a more comprehensive

understanding of robustness. While our RRF-based submissions achieve the best ERnDCG

on both tasks, monoT5 is the most robust system in terms of ERP@20. Likewise, ER and

∆ RI identify dierent systems as the most robust for the same measures and tasks, which

shows that it is insightful to evaluate both replicability measures.

In addition, we also included the p-values of unpaired tests based on the topic score

distributions from dierent EE that were determined with the same experimental system

as proposed in (Breuer et al., 2020). The general idea of these evaluations proposes to

determine the quality of replicability (in our case, robustness) by the p-values and follows

the assumption that lower p-values give a higher probability of failed replications or systems

that are not robust. As can be seen, the highest p-values are achieved for the monoT5,

ColBERT, or d2q, which generally agrees with our earlier observations.

The full potential of the ER and ∆ RI can be seen if plotted against each other as in

Figure 14. The closer the systems are located to the point (1, 0), the more persistent they

are, with the preferable regions bottom right and top left. For the comparision WT to

ST, the monoT5 system performs well on all three measures. However, the eect and the

absolute scores are larger. The E5 system completely fails to replicate the absolute P@20

score and shows a generally larger dierence. The RRF system, like most others, shows

smaller absolute scores according to the ∆ RI and a slightly decreased eect ratio. The

plot regarding WT to LT shows more outliers with larger eect sizes for P@20 for the E5

system and Bpref for the d2q system. The systems are shifted to the top right of the plot,

a trend similar to the increased Re∆ for WT to LT.
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ARP Re∆ ER ∆ RI p-val

System WT ST LT WT, ST WT, LT WT, ST WT, LT WT, ST WT, LT WT, ST WT, LT

P
@
20

BM25 0.070 0.067 0.085 0.002 -0.015 1.000 1.000 0.000 0.000 1.000 1.000

RRF 0.075 0.069 0.088 0.006 -0.013 0.311 0.544 0.051 0.041 0.591 0.269

colBERT 0.072 0.071 0.087 0.002 -0.015 1.244 0.933 -0.011 0.009 0.875 0.190

monoT5 0.081 0.081 0.096 0.000 -0.014 1.191 0.953 -0.039 0.037 0.998 0.229

d2q 0.079 0.072 0.091 0.007 -0.013 0.499 0.726 0.062 0.051 0.547 0.303

E5 0.071 0.066 0.088 0.005 -0.017 -1.452 2.903 0.040 -0.022 0.616 0.125

nD
C
G

BM25 0.269 0.272 0.306 -0.003 -0.037 1.000 1.000 0.000 0.000 1.000 1.000

RRF 0.285 0.282 0.314 0.003 -0.030 0.925 0.786 0.003 0.013 0.945 0.227

colBERT 0.276 0.275 0.297 0.001 -0.021 0.441 -1.198 0.015 0.053 0.967 0.412

monoT5 0.295 0.302 0.311 -0.007 -0.015 1.146 0.187 -0.013 0.083 0.817 0.580

d2q 0.285 0.287 0.327 -0.001 -0.042 0.916 1.317 0.006 -0.010 0.960 0.150

E5 0.290 0.300 0.313 -0.010 -0.023 1.333 0.362 -0.025 0.054 0.720 0.382

B
pr
ef

BM25 0.314 0.314 0.324 -0.000 -0.010 1.000 1.000 0.000 0.000 1.000 1.000

RRF 0.346 0.328 0.347 0.019 -0.001 0.574 1.007 0.032 0.002 0.784 0.756

colBERT 0.324 0.317 0.338 0.007 -0.013 0.286 1.278 0.024 -0.008 0.826 0.668

monoT5 0.337 0.344 0.337 -0.007 0.000 1.261 0.553 -0.019 0.034 0.850 0.997

d2q 0.335 0.331 0.368 0.004 -0.033 0.779 2.034 0.015 -0.067 0.894 0.300

E5 0.368 0.354 0.371 0.014 -0.003 0.738 0.863 0.045 0.028 0.692 0.931

Table 6: Extended results on the core queries, including the replicability measures.

Figure 14: The ER plotted against the ∆ RI for the replication WT to ST (left) and WT to LT
(right).
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5.6 Temporal Persistence as Reproducibility

For an even more detailed analysis of the topic score distributions over time, the temporal

comparison is cast into a reproducibility task. The data is further harmonized so that

the same documents are considered and the same systems are evaluated on this subset.

This harmonization allows to directly compare runs of dierent points in time on up to

document level persistence. Through this setup, the eect of updated documents on the

systems is isolated.

For harmonization, the core queries are considered as before. Further, the documents

are limited to around one million core documents, present in every sub-collection. The IDs

of the documents and queries are unied in all runs and qrels, however, the actual content

and the relevance labels remain untouched, so the change is still present in the harmonized

collection. To avoid recomputing the runs for this comparison, all non-core documents,

queries and qrels are removed. This leaves rankings with at least 281 documents, which

still appears to be a reasonable length for the employed methods.

The Root Mean Square Error (RMSE) is used to evaluate the error between the eec-

tiveness scores per topic of a system at one point in time compared to another point in

time. In this context, we dene the RMSE as:

RMSE(MEE1(S),MEE2(S)) =









1

nEE

nEE


j=1

(MEE1

j (S)−MEE2

j (S))2. (19)

The eectiveness, measured by a measure M , of a system S is determined based on the

two EEs. The dierence between the two measures is averaged over the number of top-

ics. Thereby, the RMSE requires that the topics of both EEs are the same but are not

dependent on the documents or the length of the rankings. While with this measure the

retrieval results of two dierent points in time are directly compared, the RMSE puts more

weight on larger dierences through squaring them (Breuer et al., 2020). The higher the

RMSE is, the larger the error between the two runs. Therefore, a low RMSE denotes good

persistence. Theoretically, the RMSE converges with increasing ranking length. In prac-

tice, stabilization can be observed earlier. Three modes of comparison are possible through

variating the qrels for the relevance assessment. Either the qrels of the rst point in time

are used for evaluating both runs, or the qrels of the last period in time are used or both

runs are evaluated on their corresponding qrels. The rst and second mode assumes that

the relevance remains, despite the document changes. Through this setup, the eect of the

changing documents on the system is isolated. Therefore, a larger RMSE denotes that the

system is inuenced stronger by the updated documents. The last mode, where the runs

are evaluated on the corresponding qrels, additionally considers changes in relevance. This

again results in more aect interactions and is dicult to interpret.

On the highest level of persistence, the actual ranking position of the documents in two

runs of two EEs can be considered through Kendall’s τ (Kendall, 1949). It describes the

agreement between the two rankings of documents and is sensitive to their ordering. As a

requirement, as before for the RMSE, runs for the same topics are needed and also both



5 Evaluating Temporal Persistence Using Replicability Measures 48

runs need to have the same length. The Kendall’s τ is dened as:

τj(S
EE1 , SEE2) =

P −Q


(P +Q+ U)(P +Q+ V )

τ(SEE1 , SEE2) =
1

nEE

nEE


j=1

τj(S
EE1 , SEE2).

(20)

Kendall’s τ for a topic j is calculated between the rankings of the system S on two

EEs, EE1 and the proceeded EE2. P is the number of concordant pairs, i.e. document

pairs that are ranked in the same order in both runs and Q is the number of disconcordant

pairs, ranked in opposite order. U and V are the ties in the rankings based on EE1 and

EE2. Like Breuer et al. (2020) we relied on Kendall’s τ Union, since result rankings are

not necessarily permutations of the same list, meaning that one ranking might contain

documents not present in the other. Kendall’s τ Union denotes a perfect, document-wise,

persistency at a value of 1. This is reached if all documents in both rankings are ordered

the same. A Kendall’s τ of -1 denotes a completely reversed ranking. Assuming rankings

of the same system to be at least similar, with increased ranking length, the probability

of rankings being similar decreases. It can be assumed that Kendall’s τ Union decreases

with it. Similar to the RMSE, through the proposed harmonization setup, the eect of the

document updates on the rankings is observed directly.

To better account for runs with dierent documents and additionally weigh the ranking

positions, Breuer et al. (2020) propose to use the Rank Biased Overlap (RBO) (Webber

et al., 2010). Like Kendall’s τ , the RBO compares persistency on the document level. It

is dened as:

RBOj(S
EE1 , SEE2) = (1− ϕ)

∞


i=1

ϕi−1 ·Ai

RBO(SEE1 , SEE2) =
1

nEE

nEE


j=1

RBOj(S
EE1 , SEE2)

(21)

where the RBO is calculated by topic and then averaged over all topics. The parameter ϕ

is bound between 0 and 1 and adjusts the weighting of the rank. The smaller ϕ is chosen,

the higher the top ranks are weighted. Ai is the overlap between the two rankings up

to rank i, which can be formulized as |SEE1

:i ∩ SEE2

:i |. The higher the RBO is, the more

similar the two rankings are. Likewise, the RBO is the average of all topic vise RBOs and

summarizes the document level similarity.

In table 7 and 8, the reproducibility results are reported additionally to the ARP and

replicability measures. All results are again implemented through repro_eval (Breuer

et al., 2021). The results generally do not agree with the ones achieved previously in the

other evaluations due to the additional harmonization steps. The ranking of systems diers

between sub-collections and measures. Considering the completely harmonized results, a

generally high consistency is measured between WT and ST and only a little less between

WT and LT. This highlights the impact of the newly added documents compared to the

replicability evaluation. These documents, not present in the reproducibility evaluation

anymore, have a strong inuence on the result delta Re∆. While previously the results
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WT ST Re∆ ER ∆RI p-val RMSE Kendall’s τ RBO

B
pr
ef

BM25 0.308 0.304 0.004 1.000 0.000 1.000 0.032 0.268 0.952

RRF 0.347 0.319 0.027 1.053 -0.006 0.489 0.096 0.153 0.874

colBERT 0.337 0.313 0.024 0.670 0.032 0.502 0.042 0.117 0.905

monoT5 0.350 0.333 0.017 0.910 0.013 0.659 0.030 0.260 0.949

d2q 0.332 0.322 0.010 1.550 -0.043 0.768 0.093 0.120 0.817

E5 0.357 0.345 0.012 1.061 -0.009 0.749 0.045 0.207 0.930

P
@
20

BM25 0.074 0.064 0.010 1.000 0.000 1.000 0.006 0.268 0.952

RRF 0.077 0.068 0.009 1.000 0.000 0.420 0.009 0.153 0.874

colBERT 0.071 0.067 0.004 0.500 -0.017 0.656 0.008 0.117 0.905

monoT5 0.082 0.075 0.007 1.050 -0.006 0.552 0.010 0.260 0.949

d2q 0.080 0.071 0.009 1.188 -0.017 0.416 0.012 0.120 0.817

E5 0.073 0.065 0.008 1.000 -0.000 0.413 0.011 0.207 0.930

nD
C
G

BM25 0.282 0.268 0.014 1.000 0.000 1.000 0.013 0.268 0.952

RRF 0.305 0.287 0.018 1.074 -0.006 0.597 0.062 0.153 0.874

colBERT 0.287 0.276 0.011 0.399 0.012 0.708 0.024 0.117 0.905

monoT5 0.315 0.306 0.009 0.895 0.013 0.788 0.020 0.260 0.949

d2q 0.290 0.281 0.009 1.496 -0.015 0.780 0.056 0.120 0.817

E5 0.302 0.299 0.002 1.082 -0.006 0.934 0.021 0.207 0.930

Table 7: Reproducibility results WT to ST.

WT LT Re∆ ER ∆RI p-val RMSE Kendall’s τ RBO

B
pr
ef

BM25 0.308 0.326 0.018 1.000 0.000 1.000 0.100 0.186 0.931

RRF 0.347 0.349 0.002 0.744 0.034 0.918 0.096 0.153 0.874

colBERT 0.337 0.334 0.003 0.950 0.008 0.929 0.230 0.025 0.168

monoT5 0.350 0.330 0.020 0.661 0.050 0.588 0.212 0.040 0.649

d2q 0.332 0.375 0.043 1.144 -0.008 0.213 0.202 0.044 0.454

E5 0.357 0.357 0.000 0.562 0.074 0.995 0.302 0.027 0.162

P
@
20

BM25 0.074 0.077 0.003 1.000 0.000 1.000 0.015 0.186 0.931

RRF 0.077 0.082 0.005 1.625 -0.030 0.684 0.009 0.153 0.874

colBERT 0.071 0.075 0.003 -2.167 -0.108 0.749 0.052 0.025 0.168

monoT5 0.082 0.087 0.005 0.650 0.037 0.662 0.046 0.040 0.649

d2q 0.080 0.081 0.001 0.813 0.015 0.926 0.034 0.044 0.454

E5 0.073 0.079 0.006 -6.500 -0.085 0.602 0.050 0.027 0.162

nD
C
G

BM25 0.282 0.310 0.028 1.000 0.000 1.000 0.041 0.186 0.931

RRF 0.305 0.321 0.016 0.688 0.026 0.585 0.062 0.153 0.874

colBERT 0.287 0.295 0.008 2.623 -0.032 0.782 0.182 0.025 0.168

monoT5 0.315 0.311 0.004 0.456 0.067 0.903 0.166 0.040 0.649

d2q 0.290 0.334 0.044 1.789 -0.022 0.173 0.108 0.044 0.454

E5 0.302 0.313 0.011 0.769 0.018 0.692 0.183 0.027 0.162

Table 8: Reproducibility results WT to LT.
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Figure 15: RMSE of nDCG between WT-ST (left) and WT-LT (right).

Figure 16: Kendall’s τ between WT-ST (left) and WT-LT (right).

were improving over time, they are now staggering, as seen by the mainly positive Re∆

values.

On the fully harmonized dataset, the monoT5 system achieved the second lowest Re∆

considering P@20 on the WT to ST comparison. The ER and ∆RI scores for P@20 are

again close to perfect and thereby agree with the Re∆. However, the RMSE only partially

agrees with the replicability measures, as BM25, ColBERT and RRF achieve a lower error.

Considering the nDCG-based measures, monoT5 and d2q achieve the same, second lowest

Re∆. However, the ER is really dierent and shows a divergence in dierent directions.

This is also reected in the RMSE measure, which is the second lowest for monoT5 and the

second highest for d2q and is probably caused by the RMSE that penalizes larger errors

stronger. The RMSE based on the eectiveness as measured by the nDCG is visualized

over dierent ranking lengths in Figure 15. Comparing the plots from both points in

time, the RMSE appears to be generally higher for the LT point in time. This is in line

with the observation that the eects increase over time. While at ST errors up to 0.08

are measured, the errors on the LT sub-collection reach almost 0.25. The ranking of the

systems is changing, except for the BM25 baseline, which retains the lowest RMSE, at

least after a minimum ranking length of 15. This strengthens the choice of the system as

baseline. The two systems RRF and d2q gain less RMSE from ST to LT and therefore

appear to be more resilient in this experiment. In contrast, the systems colBERT, monoT5

and E5 show a lower RMSE at ST but gain strongly at LT. Most runs are relatively unstable

at shorter rankings but stabilize with increasing length. At ST, a plateau is mostly met at

a length of 15 documents. The eect is less harsh at LT where a slight plateau appears at

around 100 documents.
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By directly comparing the rankings through Kendall’s τ Union, the dierences are ob-

served independently from the eectiveness. Figure 16 shows the correlation over dierent

ranking lengths for both sub-collections. Similarly, as observed through the RMSE, eects

increase from ST to LT, as shown by a generally reduced correlation. RRF and BM25 best

retain the correlation between ST and LT. The measures do not necessarily agree with the

replicability measures. For example, monoT5 has the second highest Kendall’s τ but ranks

lower considering the Bpref based measures.

This shows that even if the eectiveness is not changing much, a dierent ranking is

presented to the user if searched with the same query at a later point in time. This behavior

bears dierent implications for dierent types of queries.

5.7 Conclusion and Outlook

In this work, we described our participation in the LongEval Lab at CLEF 2023. As

core contribution, we applied ve advanced retrieval systems to the LongEval dataset and

submitted the runs to both sub-tasks. As this is a new challenge, the interpretation of

the results is dicult. Overall, the results for the dierent systems are very similar. The

measured dierences are statistically signicant but appear small as compared to the same

methods on dierent datasets as listed on the IR experiment platform25 (Fröbe et al., 2023).

Interestingly, an increasing ARP over time was observed for most systems and measures.

Still, the performance dierence, measured by Re∆, is smaller for WT to ST compared to

WT to LT, which complies with the natural assumption that persistence deteriorates over

time.

Further, we reported preliminary results applying replicability and reproducibility mea-

sures to quantify temporal persistence, an extension to common practices of these measures

and their interpretation (Maistro et al., 2023). Through the harmonization of distinct EE

components, the eect on them could be narrowed down. It was shown that the results

based on dierent measures and likewise for dierent topics do not necessarily agree with

each other. Therefore, we see great potential in using replicability and reproducibility

measures to gain further insights into robustness. As a rst validation, we saw similarities

between these measures and the result deltas. All in all, a strong environment eect on

the systems was shown and could be analyzed.

Future work will be including the selection of the pivot system and qualitative core

queries. Also, further harmonizing the dataset by unifying the document IDs would allow

us to cast the problem as a reproducibility task and investigate persistence on an even

more specic level with reproducibility measures.

25https://www.tira.io/task/ir-benchmarks
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6 Toward a Continuous Evaluation Framework

As initially stated, the main current evaluation methodologies are not temporally consistent

by default. User studies tend not to be repeatable (Balog & Zhai, 2023; Tan et al.,

2017), a necessity for temporal persistence. Test collections minimize temporal changes

by abstraction but are sometimes outdated shortly after creation (Soboro, 2006). As a

reaction, the duration of an A/B test is intentionally kept as short as possible to minimize

temporal eects (Kohavi, 2015). Additional eorts are needed to evaluate an IR system

temporally reliably. But since evaluations are generally expensive, complete re-evaluations

are rarely feasible, even if technically possible.

The components in an EE vary strongly and therefore require dierent evaluation

methods. No method is capable of taking all components of an EE into account. Like-

wise, conventional evaluation methods have dierent strengths and weaknesses and take

dierent assumptions on the EE. Test collections focus on the performance of the systems

but thereby abstract the user. Therefore, it is observed that improved eectiveness does

not necessarily correlate with actual benets for the user (Turpin & Scholer, 2006). In

contrast, user studies, which can evaluate the users’ utility are hardly repeatable and very

expensive (Kelly, 2009).

This shows that a single evaluation method has limited explanation power. Instead, a

combination of methods should be employed to gain a good understanding of an IR system.

Hofmann et al. (2016) propose to combine online and oine evaluations in an end-to-end

evaluation. This is essentially what a continuous evaluation framework should achieve.

While it may appear as an ambitious goal, it becomes feasible through synergies between

the methods.

Schaer, Castro, et al. (2021) propose to explicitly formulate continuous evaluation in

an end-to-end framework as visualized in Figure 17. Besides the IR problem, a continuous

evaluation module is added, comprising test collections, user interactions and simulations.

Through active users that use the system, interaction data can be logged. Further, expert

users, who are domain experts that interact with the same system with a slightly modied

user interface, can make annotations that are logged as relevance assessments.

Through the integration of the three evaluation methods, the spectrum of evaluations

is made more continuous. This improves the coverage of the components in the EE that are

recognized during evaluation. Test collections are suitable to assess the corpus components

documents and the content topics. Further, some conclusions about the information need,

which is explicitly dened in test collections, can be made. User interactions reect on

components closer to the user like the queries and topics. Latent relevance indicators

can be estimated based on such data. Likewise, simulations can assess the user-centered

components, but in a repeatable manner.

Considering all of this, it is especially important to be precise about which questions

to ask and which methods to employ for answering them. Voorhees (2019) precisely for-

mulated this as:

“It obviously does no good to abstract an evaluation task to the point where

test results do not reect performance on the real task of interest; it is equally
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Figure 17: Schematic visualization of the continuous evaluation framework, reproduced and
adapted from (Schaer, Castro, et al., 2021).

as unhelpful to include any operational variable that might possibly inuence

outcomes since generalization then becomes impossible and nothing is learned.”

Each evaluation methodology makes dierent abstractions to improve generalizability. A

continuous evaluation framework needs to bear this in mind, and purposefully use methods

to compensate abstractions, to achieve a holistic evaluation of a system. Further focus is

drawn to the dierent evaluation methods in the continuous evaluation module and some

synergies they can prot from.

6.1 Test Collections

Creating a test collection is an expensive endeavor and with growing size, demanded by

deep learning approaches, increasingly dicult (Hashemi et al., 2016). Ecient meth-

ods are needed to retain feasibility. Traditional pools demand many systems to avoid a

system bias (Soboro, 2006). Beyond that, manual runs are especially valuable for the

pools (Jayasinghe et al., 2014). While dierent systems may not necessarily be available in

the continuous evaluation context, manual runs can be created through the expert users,

either actively through their curation or passively based on search logs. The sampling

strategy can be further optimized by sampling documents for pools not based on retrieval

systems but through statistical sampling. Dierent strategies exist that create pools more

eciently and with less bias. For example, dynamic sampling employs active learning

strategies to sample documents for further evaluation (Cormack et al., 2019). Other ap-

proaches are active sampling (D. Li & Kanoulas, 2017) or sampling with pseudo relevance

feedback (Otero et al., 2023).

By iteratively and actively choosing which documents should be selected for the pool,

the eort can be distributed over time, much like proposed by Tonon et al. (2015) and user
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interactions, probably from expert users, could be integrated into the process. Further,

this would allow to design the test collection specically for the systems to be evaluated.

After selecting documents for the pool, these need to be annotated. Sakai et al. (2023)

found that the order in which the documents are annotated is not aecting the eciency,

although it aects the ranking bias. Further, it seems to be more important that the

annotators are well-trained and motivated than that they create the topics by themselves

as gold annotators. The ndings about the annotation eciency imply that for continuous

evaluations also bronze annotators could be employed instead of domain experts if they

are well motivated for the task. These might be more accessible and available on demand

through crowd-working platforms.

The goal is to achieve a stable evaluation with as little annotation eort as possible.

However, the number of topics depends on its capability to evaluate the system (Roitero

et al., 2018). Soboro (2006) stated that it is better to have more topics with few qrels

than to have fewer topics with many qrels.

Still, many domains evolve so quickly that a test collection becomes outdated fast, as

we saw in Section 3. In these cases, Soboro (2006) recommends creating dynamic test

collections which need to be actively maintained. Doing so involves measuring how well

the test collection is capable of evaluating systems at the moment, actively maintaining it

and using appropriate evaluation measures like bpref. To assess the reusability of a test

collection, Soboro (2006) recommends dierent measures similar to the ones proposed

in Section 4. Further, Hashemi et al. (2016) perform leave one out analysis to estimate

the reusability. Runs, teams or topics are excluded from a test collection and the results

are compared. If the results do not change signicantly, the test collection is stable. If

decits are found in the collection, for example, relevant documents are not available or

have changed substantially, or the ranking of it appears to be not stable anymore, the test

collection needs to be adjusted.

Buckley and Voorhees (2004) propose to directly include a test collection in a larger

collection and use bpref to evaluate systems that retrieve from the combined collection.

Such an embedded collection is directly applicable to the continuous evaluation framework.

Either, by building the embedded collection as described before, or indexing a publicly

available test collection that ts the domain and purpose of the system.

6.2 Interaction Data

Interaction data can mainly be gathered through two experiment types. Either through ar-

ticially created experimental environments in oine Interactive Information Retrieval (IIR)

or by observing users in production environments in online experiments. IIR studies are

employed to evaluate specic features of a system or interface that should support the

search process. While the eectiveness of the system may play a role in the evaluation,

it is often only secondary. The search behavior of the user is paramount for these ex-

periments (Kelly, 2009). These studies are often expensive because test users need to be

employed and specic environments that can record the user interactions and reactions are

required. Further, through learning and memorization eects, the employed subjects may

need to be replaced after tests (Kelly, 2009).
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In contrast, online evaluations rely on users of a production system for evaluation. They

need a fully functional system and use the implicit user interactions as relevance feedback.

Since the evaluation takes place in a real environment and users are not necessarily aware

of the evaluation, realistic results can be achivieved (Hofmann et al., 2016). If a sucient

number of users is available, their behavior can be logged and analyzed. The system can

be evaluated directly as an absolute evaluation or in relation to another system. In such

A/B tests, dierent systems or dierent versions of a system are presented to separate

user groups (Kohavi, 2015). The challenge is to interpret the user interactions as they are

only latent relevance indicators. While clicks or dwell time are more noisy, a purchase for

example is a more direct indicator of relevance (Hofmann et al., 2016).

While online experiments are powerful evaluations to measure the utility for the users,

a production environment is needed with sucient trac. Thereby, this experiment type

is the defacto standard in the industry but rarely aordable in academia (Hofmann et al.,

2016). Living labs try to bridge this gap by providing access to live systems, often in

shared tasks. Researchers are invited to provide systems that are deployed in production

environments and evaluated on real users (Hopfgartner et al., 2019; Schaer, Breuer, et al.,

2021). To exploit the trac more eciently, often rankings are merged through interleav-

ing. By that, two systems are compared directly and receive interactions from one user

in parallel. Here as well relevance indicators are rarely explicit and the interleaving may

require further correction (Kürsten, 2012).

Evaluations based on interaction data focus on user satisfaction, which is the under-

lying main goal in many retrieval systems. Test collection based evaluations clearly come

to an extent since they abstract the user. Online evaluations however seem to be the best

way to complement the system focussed evaluations through test collections with a user

perspective in a continuous evaluation framework. Having interaction data at hand, even

if it is limited in quantity, can greatly improve test collection creation and ease mainte-

nance, as described before. In return, test collections can be used to pre-test experimental

systems before they are submitted to an online evaluation to avoid exposing real users to

malfunctioning systems (Keller & Munz, 2022). Further, the logs of living labs are not

necessarily directly re-usable. However, they may be sucient to contribute to the creation

of reusable components (Tan et al., 2017).

6.3 Simulations

User simulations try to simulate user behavior instead of relying on real users. The great ad-

vantage is that these simulations are repeatable, which is not the case with the interaction-

based methods described earlier. Further, at least in the long run, they are more aordable.

By simulating user interactions that can be re-applied, simulations connect interaction

evaluations with test collection ones. Simulations are dierentiated into model-based and

data-driven simulations. Model-based simulations assume a user model which is based on

rules or probability. The parameters are set heuristically or are estimated. In contrast,

data-driven models are supervised learned from data like logs of interactions. Based on

such simulated user models, dierent user-related components of the EE can be simulated.
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For example, the queries a user would create given an information need results in, clicks

on ranked results or illustrate the general browsing beahaviour (Balog & Zhai, 2023).

A user model represents a hypothesis of a user. This hypothesis can then be falsied

based on interaction logs. By that, user models are validated and improved, which ul-

timately leads to improved evaluation measures. To create such models, information is

needed that makes them distinct, e.g. the system used, the users that interact with the

system or the task the users try to fullll (Balog & Zhai, 2023). For directed evaluations,

these could be derived from real interaction data in the continuous evaluation module with

further dierentiation between expert and normal users. Likewise, the data needed to ac-

tually t the user models. The data demand thereby depends on the type of simulation.

Breuer (2023) investigates the demand for click models in low resource settings and nds

that on average 20 logged sessions per topic are required for a stable estimation. While

this might be sparse for A/B tests, simulations might provide a good layer of abstraction

to eciently exploit interaction data, for example from the head queries logged.

After creating user models they can be used to conduct user-centered Evaluations. In

these evaluations often the relative order of systems is assessed (Balog & Zhai, 2023). Since

the user models can be re-applied, they can be used on dierent EEs at dierent points

in time, almost like a user study on demand. Great power comes through parameterizing

the user models. By that, it can be explored how nuanced user variations inuence dif-

ferent components in the EE and the IR system (Balog & Zhai, 2023). Further, temporal

parameterization might be possible by curating the foundational sessions.

Concerning the continuous evaluation module, simulations can function as the connect-

ing link between test collections and interaction data. Simulations can augment static test

collections by replacing the qrels with user simulations and by that reduce the abstraction

of the user (Balog & Zhai, 2023). They can be used to pre-assess the utility of a system

for the users before conducting online experiments and do so continuously over time. Vice

versa, interaction data from online experiments may be sustainably used in simulations.

6.4 Summary

As initial steps toward a continuous evaluation framework, the interplay between dierent

components is theoretically outlined. Special attention is drawn to synergies between

evaluation methods, to reduce cost and increase the eciency of evaluations. This is

especially important since monitoring temporal consistency requires continuous evaluation.

While this analysis is not exhaustive, the potential of continuous evaluations is estimated

as an outlook for future work.

We found that through combining evaluation methods, their strengths and weaknesses

could be used benecially to gain a better understanding of the capabilities of IR systems.

Test collections can be used to evaluate the performance of a system and online evaluations

of the utility for the user. Simulations function as the link between both and help to make

evaluations repeatable. Through employing multiple methods, the evaluation spectrum

becomes more continuous – across methods and also across time. The concrete design of

a framework like the one outlined is left for the future, requiring further investigation.
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7 Conclusion

In this work, the evolving environment that surrounds and inuences an IR system during

evaluation is investigated. Initially, information retrieval and evaluations in the eld are

described as these are the theoretical foundation for this work using the example of test

collections. The evolving evaluation environment is investigated in a systematic literature

review. Eleven components, together with how they change over time and how these

changes can be measured are, identied. Based on this evidence, the EE is further specied

and arranged so that it can be used to precisely dierentiate and locate eects. The

ndings are applied in practice to the LongEval shared task by adapting reproducibility

and replicability experiments to precisely measure the eect of changes in the documents

and qrels. Additionally, ve retrieval systems were submitted for longitudinal evaluation.

In a discussion, the continuity spectrum was extended to the evaluation methods. Synergies

between methods were shown that make a continuous evaluation framework feasible.

7.1 Contributions

Through the extensive analysis of the EE we draw the following conclusions that let us an-

swer the research questions initially raised. The rst questionRQ1 How is the environment

of an IR system evolving? was answered through the literature review and the specica-

tion of the EE. The eleven components language, corpus, documents, content type, topic,

information need, queries, user, relevance, results and system are identied as changing.

The query, corpus and results are identied as main general components in regard to the

ones in the IR problem. The remaining components can be allocated to these components

except the language, which inuences all of them. The changes are grouped by time frame

and aggregation. Many of them are the CRUD operations on the dierent components,

others represent uctuating quantities. Especially the components that are expressed in

texts can often be captured by similar measures, based on deltas or similarity. Besides

that, user and relevance measures are gathered. The quantity of the changing components

presents a concern. To be able to identify the components and changes is an important

prerequisite to factor these changes during evaluation.

The second research question RQ2 How can the evolving environment of an IR system

be considered during eectiveness evaluation? asks to factor these changes. By measuring

how the components change, the rst conclusions can be taken on how this might inuence

the eectiveness of the system. Since the changes often overlap each other, it is dicult to

isolate them precisely. Based on the LongEval dataset, the temporal consistency of retrieval

results is measured through result deltas. To gain a better understanding, replicability

and reproducibility measures are employed. It is shown how these measures can point to

distinct inuences of components from the EE. The general correlation of these measures

with the result deltas and the average eectiveness can be interpreted as a rst validation.

Finally, the theoretical outline of a continuous evaluation framework shows how multiple

evaluation methods should be employed, to get a holistic evaluation of an IR system.

The literature reviewed shows that not much research in IR is focussing on the temporal

inuence on evaluations. Still, a general concern appears to be present. Longitudinal
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evaluations ask questions on how reliable the evaluation methods are, which are considered

to be the standard in academia and industry. This makes these investigations all the more

important.

7.2 Future Work

After creating a rst methodology to continuously evaluate IR systems, future work will

need to substantiate it. The obvious next step would be to apply the EE to dierent

datasets for validation. The gathered measures should be further specied and tested in

practice on more collections. This would provide a better overview of the landscape of

datasets. The method for measuring the impact of a changing EE on IR systems needs

to be validated on a larger scale. Unfortunately, datasets that specically focus on longi-

tudinal evaluations are rare. However, it may be possible to employ other datasets that

provide metadata for some components, which can be split into temporal sub-collections.

Additional methods are also needed to investigate the impact of further components on

the eectiveness of the systems. This will help to better isolate eects and thereby esti-

mate their importance. Combining all of that will help to design a continuous evaluation

framework which can be seen as the long-term goal. While temporal persistence appears

to be a general concern, measuring the seriosity of it should guide future work.
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Appendix

Temporal Review Queries

Scopus

TITLE-ABS-KEY("continuous evaluation" OR "temporal shift"

OR "longitudinal evaluation" OR "dynamic test collection" OR "evolving test

collection" OR "evolving dataset" OR "evolv" OR "temporal" OR "temporal

generalisability" OR "monitoring" OR "temporal decay" OR "delta" OR

"evaluation environment" OR "time-evolving") AND TITLE-ABS("information

retrieval") AND ( LIMIT-TO ( SUBJAREA,"COMP" ) ) AND ( LIMIT-TO ( LANGUAGE,

"English" ) OR LIMIT-TO ( LANGUAGE, "German" ) )

ACM Digital Library:

(Title: "continuous evaluation" OR Title: "temporal shift" OR Title:

"longitudinal evaluation" OR Title: "dynamic test collection" OR

Title: "evolving test collection" OR Title: "evolving dataset" OR

Title: "evolv" OR Title: "temporal" OR Title: "temporal persistance"

OR Title: "temporal generalisability" OR Title: "temporal decay" OR

Title: "temporal evolution" OR Title: "evolution" OR Title: "delta" OR

Title: "evaluation environment" OR Title: "time-evolving" OR Abstract:

"continuous evaluation" OR Abstract: "temporal shift" OR Abstract:

"longitudinal evaluation" OR Abstract: "dynamic test collection" OR

Abstract: "evolving test collection" OR Abstract: "evolving dataset"

OR Abstract: "evolv" OR Abstract: "temporal" OR Abstract: "temporal

persistance" OR Abstract: "temporal generalisability" OR Abstract:

"temporal decay" OR Abstract: "temporal evolution" OR Abstract:

"evolution" OR Abstract: "delta" OR Abstract: "evaluation environment"

OR Abstract: "time-evolving" OR Keyword: "continuous evaluation"

OR Keyword: "temporal shift" OR Keyword: "longitudinal evaluation"

OR Keyword: "dynamic test collection" OR Keyword: "evolving test

collection" OR Keyword: "evolving dataset" OR Keyword: "evolv" OR

Keyword: "temporal" OR Keyword: "temporal persistance" OR Keyword:

"temporal generalisability" OR Keyword: "temporal decay" OR Keyword:

"temporal evolution" OR Keyword: "evolution" OR Keyword: "delta" OR

Keyword: "evaluation environment" OR Keyword: "time-evolving") AND

(Title: "information retrieval" OR Abstract: "information retrieval"

OR Keyword: "information retrieval")

IEEE Xplore:

"Document Title":"continuous evaluation" OR "Document Title":"temporal

shift" OR "Document Title":"longitudinal evaluation" OR "Document

Title":"dynamic test collection" OR "Document Title":"evolving test
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collection" OR "Document Title":"evolving dataset" OR "Document

Title":"evolv" OR "Document Title":"temporal" OR "Document Title":"temporal

persistance" OR "Document Title":"temporal generalisability" OR

"Document Title":"temporal decay" OR "Document Title":"temporal

evolution" OR "Document Title":"evolution" OR "Document Title":"delta"

OR "Document Title":"evaluation environment" OR "Document

Title":"time-evolving" OR "Abstract":"continuous evaluation" OR

"Abstract":"temporal shift" OR "Abstract":"longitudinal evaluation"

OR "Abstract":"dynamic test collection" OR "Abstract":"evolving test

collection" OR "Abstract":"evolving dataset" OR "Abstract":"evolv"

OR "Abstract":"temporal" OR "Abstract":"temporal persistance" OR

"Abstract":"temporal generalisability" OR "Abstract":"temporal

decay" OR "Abstract":"temporal evolution" OR "Abstract":"evolution"

OR "Abstract":"delta" OR "Abstract":"evaluation environment" OR

"Abstract":"time-evolving" OR "Author Keywords":"continuous evaluation"

OR "Author Keywords":"temporal shift" OR "Author Keywords":"longitudinal

evaluation" OR "Author Keywords":"dynamic test collection" OR "Author

Keywords":"evolving test collection" OR "Author Keywords":"evolving

dataset" OR "Author Keywords":"evolv" OR "Author Keywords":"temporal" OR

"Author Keywords":"temporal persistance" OR "Author Keywords":"temporal

generalisability" OR "Author Keywords":"temporal decay" OR "Author

Keywords":"temporal evolution" OR "Author Keywords":"evolution" OR "Author

Keywords":"delta" OR "Author Keywords":"evaluation environment" OR "Author

Keywords":"time-evolving") AND ("Document Title":"information retrieval"

OR "Abstract":"information retrieval" OR "Author Keywords":"information

retrieval"




