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Kurzfassung/Abstract II 

Kurzfassung/Abstract 
Bereits seit einiger Zeit diskutiert die Wissenschaftsgemeinschaft über eine „Reprodu-
zierbarkeitskrise“, weiter verschärft durch die Allgegenwart von computergestützter For-
schung, „Big Data“ und algorithmischer Erkundung und Entscheidungsfindung. Mit Hilfe 
einer Literaturrecherche gibt diese Arbeit einen strukturierten Überblick über den Stand 
der Debatte zu Reproduzierbarkeit, einschließlich aktueller Definitionen, Werkzeugen 
und Mitteln, die Forschenden zur Verfügung stehen, und Maßnahmen, die von Instituti-
onen, Politik und anderen am Forschungsprozess Beteiligten ergriffen wurden. Der Fo-
kus liegt dabei auf den Disziplinen Informatik, Informationswissenschaft und Data Sci-
ence. 

Schlagwörter: Reproduzierbarkeit; Informationswissenschaften; Leitlinien und Maßnah-
men 

Discussion about a “reproducibility crisis” has been going on in the science community 
for quite a while, and increasingly so with the advent of ubiquitous scientific computing, 
“big data” and algorithmic detection and decision making. By means of literature research 
this thesis undertakes to give a structured overview about the current state of the debate 
about reproducibility, including current definitions, tools available to researchers and 
measures taken by institutions, policy makers and other stakeholders in the research 
process, with a focus on computer, information, and data sciences. 
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1 Motivation, Kontext und Verortung im Fach 

1.1 Motivation und Kontext 
Am Beispiel der öffentlichen Diskussion um die wissenschaftlichen Beweise zu SARS-
CoV2/COVID oder auch zum Klimawandel lässt sich feststellen, dass Einzelmeinungen, 
häufig auch bereits widerlegte, ein breites Publikum finden. Es fehlt einerseits bei den 
Rezipient*innen an grundlegendem Verständnis für den wissenschaftlichen Diskurs und 
dessen Datenbasis, andererseits bei den Forschenden oft an Transparenz über Daten-
umfang, Methoden und Auftraggeber*innen von Studien. Zugleich bieten Skandale um 
gefälschte Studien (Ärzteblatt, 2005), Auftragsforschung (Grüning et al., 2006; Lee, 
2016; Reisin, 2022) oder verheimlichte Ergebnisse (Kiel, 2021) zusätzliche Angriffsflä-
chen. Daraus resultieren Wissenschaftsskeptizismus und eine Glaubwürdigkeitskrise 
(Carrier, 2020).  

Mit dem zunehmenden Einsatz von großen Datenmengen und Algorithmen in vielen Le-
bensbereichen stehen auch Data Science, Informationswissenschaft und Informatik (im 
Folgenden auch kurz: Informationsdisziplinen) vor der Herausforderung, ihre Forschung 
und deren Anwendung transparenter zu machen. Datenerhebung, Datenbasis, Parame-
ter der Modellierung, Klassifikationen (harkiran78 et al., 2020) und Visualisierungen (ta-
gesschau.de, o. J.) müssen nachvollziehbar und auf Verzerrungen, Diskriminierungen 
und Plausibilität überprüfbar sein. Die Veröffentlichungen von Microsofts Chatbot Tay 
(2016), OpenAIs ChatGPT (2022) sowie zahlreicher immer mächtigerer Modelle in der 
Folge zur freien Nutzung haben zahlreiche weitere Fragen bezüglich der Kontrolle über 
Machine-Learning-Modelle aufgeworfen (vgl. Raicu, 2023; Schwartz, 2019). 

Reproduzierbarkeit von Studien ist nicht nur gesellschaftlich relevant, sondern ein Kern-
element guter wissenschaftlicher Praxis. Sie kann dazu beitragen, durch Transparenz 
und Nachvollziehbarkeit geleisteter Forschung den oben skizzierten Entwicklungen ent-
gegenzutreten, aber auch Forschung effizienter zu machen: 

“Improving the reliability and efficiency of scientific research will increase the credi-
bility of the published scientific literature and accelerate discovery.” (Munafò et al., 
2017) 

Auch in der Wissenschaft selbst wird die Reproduktionskrise zunehmend diskutiert und 
durch Studien untermauert. Die Frage “Is There a Reproducibility Crisis?” beantworteten 
52 % der befragten Forschenden 2017 in einer Umfrage für “Nature” mit “Yes, a signifi-
cant crisis” und weitere 38 % mit “Yes, a slight crisis” (Baker, 2016)1. Dass die Diskussi-
onen gleichzeitig eine positive Entwicklung vorantreiben, deuten die Ergebnisse der Be-
fragung von (Athena RC et al., 2022) an, die die Reproduzierbarkeit von Forschungs-
projekten, die im Rahmen des HORIZON-Programms der EU gefördert wurden, unter-
suchten (“19 % selected ‘Yes, a significant crisis’ and 41 % – ‘Yes, a minor crisis’”, ebd. 

 
1  Zu Limitierungen dieser Online-Umfrage vgl. (Gundersen, 2020, S. 104) 
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S. 9). (Samuel & König-Ries, 2021) ermittelten in einer interdisziplinären Umfrage ein 
Jahr zuvor ähnliche Werte: “Of 101 participants, a total of 60 (59%) think that there is a 
reproducibility crisis in their field of research, while 30 (30%) of them think that there is 
no reproducibility crisis. 11 (11%) of them selected the ‘Other’ option and provided their 
opinions.” (ebd., S. 10). Dabei nahm die Zustimmung zu der Aussage ab, je höher die 
erreichte akademische Position war (bei ungleicher Verteilung der Gruppen). 

1.2 Bedeutung im Rahmen von Data & Information Science 
(Belz, 2021) konnte von 513 untersuchten Natural-Language-Processing (NLP)-Studien 
nur 14,03 % exakt reproduzieren. (Stodden et al., 2018) erzielten bei 204 untersuchten 
in-formationstechnischen Studien eine Reproduktionsrate von nur 26 %; (Cobo et al., 
2018)  bei szientometrischen Studien eine Rate von 7,7 %; (Collberg & Proebsting, 2016) 
kamen auf Raten zwischen 32,1 %, und 59,5 %, je nachdem, wieviel Zeit zur Verfügung 
stand und wieviel Kontakt zu den jeweiligen Autor*innen möglich war. Getestet wurde 
jedoch nur die Reproduzierbarkeit von Code, nicht die der Ergebnisse. (Bonneel et al., 
2020) testeten methodisch ähnlich und konnten Verbesserungen feststellen: “Our in-
depth study of three years of ACM SIGGRAPH conference papers showed a clear in-
crease in replicability as authors are increasingly sharing their codes and data” (ebd., S. 
7). (Çöltekin, 2020, S. 7) nennt eine Reihe Veröffentlichungen, die Mängel bei der Re-
produzierbarkeit von NLP-Studien auseinandersetzen. (Hutson, 2018) schrieb in “Sci-
ence”, “Artificial Intelligence faces a reproducibility crisis”. (Hofman et al., 2020) widme-
ten sich der Reproduzierbarkeit von Datenanalysen und beschrieben, welchen Aufwand 
es bedeutet, die Datenanalyse einer einzelnen Studie zu reproduzieren.  

Die ausgewählten Beispiele zeigen, dass die Diskussion in der Fachgemeinschaft ge-
führt wird und Reproduzierbarkeit als Qualitätsmerkmal anerkannt wird. Mit dem zuneh-
menden Einsatz algorithmischer Entscheidungsfindung in vielen Lebensbereichen steigt 
aber auch die gesellschaftliche Notwendigkeit von Transparenz und Reproduzierbarkeit 
dieser Algorithmen und der zugrundeliegenden Daten (vgl. Zweig, 2019, Kap. 10). 
(Burny & Vanderdonckt, 2021, S. 11; Schmid, 2021) weisen außerdem darauf hin, dass 
die Reproduzierbarkeit nach messbaren Kriterien die Basis für die Vergleichbarkeit von 
Experimenten und ihren Ergebnissen sei, und damit wiederum eine wesentliche Voraus-
setzung zur Theoriebildung und Weiterentwicklung eines Fachgebiets.  

Als maßgeblicher Kodex zur Qualitätssicherung in der Wissenschaft können in Deutsch-
land die seit 1992 herausgegebenen „Leitlinien zur Sicherung guter wissenschaftlicher 
Praxis“ (Deutsche Forschungsgemeinschaft e.V., 2022) gelten. Neben anderen Anfor-
derungen spielt Forschungsdatenmanagement (FDM) darin eine immer größere Rolle. 
Dies wird auch deutlich an der zunehmenden Schaffung von Kompetenzzentren oder 
ähnlichen Anlaufstellen für FDM2. Data Scientists und Data Librarians erschließt sich 
hier ein großes Berufsfeld in der Unterstützung von datengestützter Forschung in 
 
2  Vgl. etwa TH Köln – Forschungsdatenmanagement (TH Köln, o. J.), oder Cologne Competence Center for Research Data 

Management (Universität zu Köln, 2023) 
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anderen Disziplinen, in der Begleitung und Unterstützung von Forschenden bei der sach-
gerechten Speicherung, Annotation und Archivierung von Forschungsdaten, aber auch 
dem Aufbau von entsprechenden Infrastrukturen.  

Als Daten- und Informationsspezialist*innen müssen wir jedoch nicht nur anderen For-
schenden helfen, ihre Daten nachvollziehbar zu organisieren, sondern auch unsere ei-
gene Forschungspraxis verbessern. Mit “A Manifesto for Reproducible Science” haben 
(Munafò et al., 2017) bereits 2017 einen strukturierten Maßnahmenkatalog zur Verbes-
serung der Reproduzierbarkeit von wissenschaftlichen Ergebnissen vorgelegt, der für 
die vorliegende Arbeit als Orientierungsrahmen dient. Ziel ist es, einen Überblick über 
spezifische Maßnahmen und Empfehlungen für die Informationsdisziplinen zu geben. 
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2 Forschungsfrage und Vorgehensweise 

2.1 Forschungsfrage 
Aus den vorangestellten Überlegungen ergibt sich die Forschungsfrage:  

Welche Methoden und Maßnahmen wurden in den Disziplinen Data Science, Infor-
mationswissenschaft und Informatik bereits von und für verschiedene(n) Stakehol-
der(n) entwickelt oder sollten noch eingeführt werden, um die Reproduzierbarkeit 
von Studien zu gewährleisten und zu fördern?  

Der Titel der Arbeit lautet dementsprechend:  

„Literaturrecherche und strukturierter Vergleich zu Lösungsansätzen für reprodu-
zierbare wissenschaftliche Ergebnisse“  

und ist eingebettet in die Arbeit der Information Retrieval Research Group an der TH 
Köln. Ein weiterer Bezugspunkt ergibt sich zum Projekt SAN-DMP (TH Köln, o. J.-a). 

2.2 Vorgehensweise und Aufbau der Arbeit 
Wie im Titel des Forschungsprojekts angegeben, handelt es sich um eine Literatur-
recherche (vgl. Kitchenham & Charters, 2007, S. 3 f.; kritisch ergänzend Polonioli, 2020), 
in deren Rahmen zunächst Belege für die Reproduktionskrise (mit Schwerpunkt auf den 
Informationsdiziplinen) recherchiert werden. Im Ergebnis steht eine vergleichende Dar-
stellung von bereits umgesetzten und möglichen weiteren Gegenmaßnahmen in den 
Disziplinen Data Science, Informationswissenschaft und Informatik. Dabei bin ich wie 
folgt vorgegangen: 

- Kurze Abbildung der Relevanz bzw. Dimension des Themas über die Anzahl der 
Treffer zu relevanten Suchtermen in verschiedenen allgemeinen und wissen-
schaftlichen Suchmaschinen 

- Sammlung relevanter Literatur mit Hilfe von frei zugänglichen Suchmaschinen und 
Datenbanken, namentlich Google Scholar, Semantic Scholar, Open Knowledge 
Maps, Bielefeld Academic Search Engine (BASE), arXiv.org, ACM Digital Library 
sowie Publish or Perish.  

- Auswertung im Hinblick auf: 

• Belege für die Reproduktionskrise in den Informationsdisziplinen 
• Gründe und Bedingungen für die Reproduktionskrise wie etwa bei (Munafò et 

al., 2017) ausgeführt:  
“Low sample size, small effect sizes, data dredging (also known as p-hacking), 
conflicts of interest, large numbers of scientists working competitively in silos 
without combining their efforts, and so on, may conspire to dramatically in-
crease the probability that a published finding is incorrect. […] The combina-
tion of apophenia (the tendency to see patterns in random data), confirmation 
bias (the tendency to focus on evidence that is in line with our expectations or 
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favoured explanation) and hindsight bias (the tendency to see an event as 
having been predictable only after it has occurred) can easily lead us to false 
conclusions.”  

• Initiativen und Maßnahmen der drei genannten Disziplinen bzw. institutioneller 
Stakeholder im Wissenschaftsprozess 

• Tabellarische Zusammenstellung möglicher Maßnahmen und Zuordnung zu 
Stakeholdern im Wissenschaftsprozess 

Die Darstellung der Maßnahmen folgt den Stadien im Forschungs(daten)zyklus und 
nimmt alle Stakeholder in den Blick – Forscher*innen (einschließlich der Studierenden), 
Institutionen (Forschung und Lehre), Publikationsträger*innen, Fördergeber*innen und 
Regulator*innen (Politik).  

Die Maßnahmen umfassen dabei verschiedene Kategorien:  

1. Methodische Kenntnisse, wie die korrekte Anwendung statistischer Analysen 
2. Dokumentationsmaßnahmen wie Datenmanagementpläne, Datenerhebungsproto-

kolle, Analysemethoden, Code u. ä. mit dem Ziel der Reproduzierbarkeit des Stu-
diendesigns und der Ergebnisse (Forschungsfrage, Hypothese, Datenerhebung, 
Daten, Settings, Methoden, Analyse); 

3. Technische Maßnahmen wie Datensicherung, Langzeitarchivierung, Open Access 
(OA) u. ä. mit dem Ziel, dauerhaften Zugang zu den Daten als Grundlage für Re-
produzierbarkeit zu schaffen; 

4. Strukturelle/normative Maßnahmen wie Bias-Kontrolle – einschließlich Interessen-
konflikten –, Reviewprozesse – einschließlich Preview, Split-Review, Metastudien 
–, Leitlinien zur guten wissenschaftlichen Praxis, Transparenzgebote, Förderkrite-
rien, Veröffentlichungsquoten für Reproduktions- oder Replikationsstudien, bes-
sere Lehre/Mentoring/Weiterbildung, Reduktion von Publikationsdruck, Siegel u. ä. 
mit dem Ziel, Anreize bzw. Belohnungssysteme für Reproduzierbarkeit zu schaffen 
und eine Wissenschaftskultur, die diese fördert. 

Kapitel 3 legt die Methodik der Recherche dar (ausführliche Dokumentation im techni-
schen Anhang3), definiert die verwendeten Begriffe zu Reproduzierbarkeit und dokumen-
tiert den Forschungsstand mit einem Schwerpunkt auf den technischen und sozialen 
Hürden für Reproduzierbarkeit. Dazu gehören auch “bad practices” und die Bedingun-
gen, die sie begünstigen. 

Kapitel 4 zeigt auf, welche Maßnahmen Forschende im Forschungsprozess ergreifen 
können, um ihre Arbeit reproduzierbar zu machen. Dabei werden Werkzeuge und Me-
thoden vorgestellt, die bereits zur Verfügung stehen. 

Kapitel 5 widmet sich den institutionellen und normativen Rahmenbedingungen und zeigt 
auf, welche Maßnahmen die anderen Akteur*innen (Politik, Forschungsförderer, For-
schungsinstitutionen und Publikationsträger*innen) im Forschungsprozess bereits 

 
3  Der technische Anhang liegt der gedruckten Version aufgrund der Größe der Tabellen als Datenträger bei. 
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ergriffen haben und noch ergreifen sollten, um reproduzierbare Forschung zu fördern. 
Es wird außerdem gezeigt, wo Forschunsdesiderata bestehen. 

Das Fazit betrachtet die Debatte abschließend aus epistemischer Sicht und stellt ver-
schiedene Positionen zum Erkenntniswert von Reproduzierbarkeit sowie weitere An-
sätze zur Validierung wissenschaftlicher Forschung vor. 

2.3 Limitierungen 
Für die Literaturrecherche wurden ausschließlich frei zugängliche Datenbanken und Bib-
liotheken verwendet; die Literatur kann also nicht vollständig sein. Es wurden aus-
schließlich englischsprachige Publikationen gefunden und ausgewertet; dadurch fehlen 
möglicherweise wichtige Beiträge und Perspektiven, die in anderen Sprachen publiziert 
wurden. Durch die Verwendung von Publish or Perish mit einem Fokus auf die meistzi-
tierten Studien hoffe ich, diesen Limitierungen teilweise abgeholfen und die relevantes-
ten Beiträge ausgewertet zu haben. 

Da es sich um eine Literaturarbeit handelt, wurden technische Lösungen und Metriken 
nicht getestet; bei Plattformen und Tools wurde nur geprüft, ob sie noch verfügbar bzw. 
produktiv sind. 
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3 Methodik, Definitionen und Forschungsstand 

3.1 Quantifizierung relevanter Begriffe 
Wie im einleitenden Abschnitt bereits exemplarisch gezeigt und von Forschenden in der 
oben zitierten “Nature”-Umfrage (Baker, 2016) bestätigt, beschäftigt das Thema Repro-
duktionskrise bzw. Reproduzierbarkeit von Studien die Wissenschaftsgemeinschaft. 

Mit Hilfe von Suchanfragen bei unterschiedlichen Suchmaschinen habe ich zunächst 
grob quantifiziert, wie sich das in Suchergebnissen spiegelt (Tabelle 1). Da die folgende 
Arbeit keine quantitative Untersuchung ist, wurde jedoch nicht im Einzelnen geprüft, ob 
die Indexierung der Ergebnisse zutreffend ist. Bei den als „nicht relevant“ bezeichneten 
Ergebnissen von Semantic Scholar wurde nach Relevanz der Top 20 entschieden. 

Suchterme Google Google 
Scholar 

arXiv.org4 Semantic 
Scholar 

BASE5 

Reproduzierbarkeit 
Wissenschaft 

394.000 35.700 0 50.600 104 

reproducibility 
science 

192.000.000 2.650.000 8.742 4.150.000 397.751 

Reproduktionskrise 
Wissenschaft 

2.4306 446 0 Ergebnisse 
nicht relevant 

3 

Reproduzierbarkeitskrise 
Wissenschaft 

2.200 56 0 47.300 7 

“reproducibility crisis” 
science 

125.000 7.120 537 3.320.000 807 

“reproducibility crisis” 
“computer science” 

12.100 1.520 468 262.8109 91 

Replikation 
Wissenschaft 

623.000 26.300 0 Ergebnisse 
nicht relevant 

27 

Replikationskrise 
Wissenschaft 

3.930 379 0 47.300 20 

replication 
science 

437.000.000 4.880.000 3.287 4.150.000 347.535 

“replication crisis” 
science 

150.000 11.000 33 3.320.000 1.147 

“replication crisis”  
“computer science” 

84.100 1.780 20 238.000 37 

Tabelle 1: Anzahl der Ergebnisse für verschiedene Suchanfragen zum Themenkomplex Reproduzierbarkeit/Replizierbarkeit und 
Krise in der Wissenschaft (Abfragen am 02.03.2023) 

Sowohl die Google- als auch die Semantic-Scholar-Ergebnisse zeigen dabei, dass die 
Begriffe „Reproduzierbarkeit“ und „Replizierbarkeit“ bzw. “reproducibility” und “replicabi-
lity” teilweise – mindestens in der Indexierung – synonym verwendet und nicht klar von-

4 Suchparameter: Advanced search, all fields, AND-Verknüpfung (findet auch verwandte Wortformen wie “reproduce”) 
5 Suchparameter: Gesamtes Dokument, zusätzliche Wortformen, Open-Access-Dokumente bevorzugen OFF 
6 Google-Hinweis: „Enthält auch Ergebnisse für replikationskrise wissenschaft“ 
7 Query: order: -announced_date_first; size: 50; include_cross_list: True; terms: AND all=reproducibility; AND all=crisis; AND 

all=science 
8 Query: order: -announced_date_first; size: 50; include_cross_list: True; terms: AND all=reproducibility; AND all=crisis; AND 

all=computer; AND all=science 
9 Suchterme “reproducibility crisis” AND science + Filter “Field of study: Computer Science” 
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einander abgegrenzt werden. So lautet der erste Google-Hinweis bei der Suche nach 
„Reproduktionskrise Wissenschaft“: „Enthält auch Ergebnisse für replikationskrise wis-
senschaft“; der erste Google-Link bei der Suche nach „Reproduzierbarkeitskrise Wis-
senschaft“ verweist auf das Stichwort „Replikationskrise“ bei Wikipedia. Der fünfte Link 
zur Suchanfrage „Replikationskrise Wissenschaft“ bei Semantic Scholar trägt den Titel 
„Reproduzierbarkeit“ und verweist auf einen Artikel zur Definition derselben (Ludwig & 
Geyer, 2019).10 In Kapitel 3.2 folgt daher eine genaue Definition und Abgrenzung der 
Begriffe für diese Arbeit. 

Im nächsten Schritt habe ich mit Hilfe von Open Knowledge Maps die Publikationsvertei-
lung nach Disziplinen dargestellt.11 Für die Suchanfrage “reproducibility crisis” zeigt der 
Graph dabei “Computational reproducibility, FOS computer and information sciences, 
Replicability” als größten Ergebniskreis an, der zweitgrößte umfasst “General medicine, 
research rigor, FOS computer and information sciences” und ein weiterer Kreis mittlerer 
Größe enthält “Machine Learning, Artificial [sic], FOS computer and information sci-
ences” (Abbildung 1).  

Die stetige Zunahme von Publikationen zum Stichwort “reproducibility crisis” im zeitli-
chen Verlauf lässt sich mit Semantic Scholar zeigen (Abbildung 2). 

10  Alle Abfragen am 03.03.2023 
11  Ausgewertet werden dabei die 100 relevantesten Dokumente auf der Basis des Relevance Ranking der Bielefeld Academic 

Search Engine (BASE) 



18 

Abbildung 1: Open Knowledge Maps (2023). Knowledge Map for research on reproducibility crisis. Retrieved from https://open-
knowledgemaps.org/map/f9135351d0b694ec61164923bc2cc1ce, abgerufen am 02.03.2023. Anmerkung: Die Erweiterung der 
Suchabfrage zu “reproducibility crisis AND science” ergibt in der Darstellung eine Verschiebung zu “Open collaborative, Making 
plasma science, Reproducibility Crisis” und “Integrity, research quality, Open Science Infrastructure” als größten Ergebniskreisen; 
die beiden Kreise, die “information sciences” einschließen, folgen auf den Plätzen 3 und 4.  

Abbildung 2: Publikationen zu den Schlagworten “reproducibility crisis” AND “science” im zeitlichen Verlauf. Semantic Scholar, 
abgerufen am 02.03.2023. 
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3.2 Begriffsdefinition 
Die Ergebnisse der Überblickssuchen zeigen wie oben erläutert eine unklare Verwen-
dung von Reproduzierbarkeit und Replizierbarkeit bzw. “reproducibility” und “replicabil-
ity” (vgl. Cohen et al., 2018 für Natural Language Processing). Sie sind zudem nicht die 
einzigen Begriffe, hinzu kommen in den englischsprachigen Publikationen noch 
“repeatability” (Wiederholbarkeit – ist das Experiment erneut durchführbar?), “reliability” 
(Zuverlässigkeit – sind die Ergebnisse verlässlich?), “rigor” (Genauigkeit, Strenge – 
wurde präzise und wissenschaftlich gearbeitet?), “validity” (Stichhaltigkeit – sind die Er-
gebnisse plausibel?), and “robustness” (Belastbarkeit – halten die Ergebnisse weiteren 
Untersuchungen stand?). (Nelson et al., 2021) fassen in einer diskursanalytischen Arbeit 
zusammen, es gebe: 

“[…] no consensus on what reproducibility is or should be” [7]. […] In a 2016 per-
spective article, Steven Goodman, Daniele Fanelli and John Ioannidis of Stanford’s 
Meta-Research Innovation Center at Stanford argued that ‘the lexicon of reproduc-
ibility to date has been multifarious and ill-defined,’ and that a lack of clarity about 
the specific types of reproducibility being discussed were an impediment to making 
progress on these issues [8]. Many commentators have noted that there is consid-
erable confusion between the terms reproducibility and replicability, and that those 
terms are often used interchangeably in the literature [9–13].“ (Nelson et al., 2021, 
S. 2) 

Für den Bereich der “computer sciences”, also in etwa die hier verhandelten „Informati-
onsdiziplinen“, hat die (Association for Computing Machinery, 2020) es unternommen, 
Klarheit zu schaffen, und folgende überarbeitete Einteilung festgelegt: 

“Repeatability (Same team, same experimental setup) […].  

Reproducibility (Different team, same experimental setup) […] 

Replicability (Different team, different experimental setup) […]” 

Diese Einteilung fokussiert auf die Forschenden und das Forschungsdesign, wie auch 
(Feger & Woźniak, 2022), für die die Forschenden und ihre Bedürfnisse im Mittelpunkt 
der Definition stehen müssen, um soziale und technische Hürden bei der Reproduzier-
barkeit von Wissenschaft zu überwinden:  

“[W]e propose a researcher centered definition of reproducibility as a central term 
that concerns the ease of access to scientific resources, as well as their complete-
ness, to the degree required for efficiently and effectively interacting with scientific 
work.“ (Feger & Woźniak, 2022, S. 6) 

Andere Autor*innen weisen auf weitere Aspekte und Dimensionen der Reproduzierbar-
keit hin. (Stodden, 2013) unterscheidet zwischen “computational”, “empirical” und “sta-
tistical reproducibility”, also der Reproduzierbarkeit der Soft- und Hardwareumgebung, 
der Ergebnisse und der Analysemethoden. (Hornbæk et al., 2014) thematisieren die Dis-
tanz zwischen Original und Reproduktion und unterscheiden zwischen “strict”, “partial” 



20 

und “conceptual reproducibility”, also der exakten, teilweisen und sinngemäßen Repro-
duktion. Das Turing Way Project (The Turing Way Community, 2022) ordnet die Begriffe 
nach Daten und Analysemethoden in den Dimensionen identisch/verschieden und fügt 
die Kategorie “generalizability” hinzu (sind die Ergebnisse verallgemeinerbar?) (Abbil-
dung 3). 

Abbildung 3: Stufen der Reproduzierbarkeit nach The Turing Way Project. This illustration is created by Scriberia with The Tu-
ring Way community. Used under a CC-BY 4.0 licence. DOI: 10.5281/zenodo.3332807, abgerufen am 25.03.2023. 

(Goodman et al., 2016) wählen den Zweck des Experiments als Leitmerkmal und spre-
chen von “method”, “results” und “inferential reproducibility”; ähnlich (Gundersen, 2021) 
mit den Kategorien “outcome”, “analysis” und “inference reproducibility”. Noch etwas 
enger fassen (Cohen et al., 2018) die Dimensionen, wenn sie von “reproducibility of a 
conclusion, reproducibility of a finding, reproducibility of a value” (ebd., S. 157) sprechen. 

(Ferro et al., 2016) schlagen ein Modell vor, das die Komponenten “Platform”, “Rese-
arch goal”, “Implementation”, “Method”, “Actor” und “Data” (PRIMAD) berücksichtigt und 
sowohl eine system- als auch eine nutzerorientierte Evaluation erlaubt. 

(López-Ibáñez et al., 2021) weisen darauf hin, dass die Dimensionen “artifact” und “mea-
surement”, die den ACM-Definitionen zugrunde lägen, nicht ausreichend seien, sondern 
die Ergebnisse “on multiple trials” erzielt werden müssten. Daher schlagen sie vor, “mea-
surements” zwecks besserer Kontrolle in “random factors” und “fixed factors” zu unter-
teilen. 

(Burny & Vanderdonckt, 2021) haben in einer grafischen Darstellung diese vielen ver-
schiedenen Dimensionen und Ebenen von Reproduzierbarkeit als Spektrum abgebildet 
(Abbildung 4). 
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Abbildung 4: Framework for Experiment Reproducibility. (Burny & Vanderdonckt, 2021, S. 196:10 Fig. 4), abgerufen am 
25.03.2023. 

(Albertoni et al., 2023) haben die Diskussion systematisch ausgewertet und berücksich-
tigen daraus folgend: 

- Verfügbarkeit der Workflowkomponenten 
- Beteiligte Forschende 
- Zweck (Warum wurde das Experiment reproduziert?) 

Daraus leiten sie eine vierstufige Terminologie ab, die die Bestätigung als viertes Level 
einführt und damit die Dimension der Theoriebildung12. Diese Terminologie (Tabelle 2) 
soll im Folgenden auch für diese Arbeit gelten, weil der Zweck der Reproduktion ein 
wesentliches epistemisches Kriterium darstellt, das in der ACM-Definition nicht berück-
sichtigt wird, aber Auswirkungen auf die zu treffenden Maßnahmen hat. Gleichzeitig trifft 
die Einteilung meiner Ansicht nach eine gute Abwägung zwischen der Einbeziehung 
möglichst vieler Dimensionen und der Übersichtlichkeit der Begriffe. „Reproduzierbar-
keit“ im Deutschen und “reproducibility” im Englischen fungieren dabei auch als Oberbe-
griffe. 

 Selbe Daten, 
selbes Studiensetup, 
selbe oder ausrei-
chend ähnliche  
Ergebnisse 

Neue Daten ODER 
neues Studiensetup, 
selbe oder ausreichend 
ähnliche Ergebnisse 

Neue Daten UND 
neues Setup,  
neue Belege für  
Hypothese 

Selbe  
Forschende 

Repeatability 
(Wiederholbarkeit) 

  

Andere  
Forschende 

Reproducibility 
(Reproduzierbarkeit) 

Replicability 
(Replizierbarkeit) 

Corroboration 
(Bestätigung) 

Tabelle 2: Kategorien der Reproduzierbarkeit nach (Albertoni et al., 2023), eigene Übersetzung 

 
12  “Reproducibility is related to experiments, while theories and hypotheses can only be corroborated.” (Albertoni et al., 2023, 

S. 6) 
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3.3 Literaturauswahl 
Zur Ermittlung relevanter Literatur habe ich zunächst eine fachspezifische Datenbank für 
die Informationsdisziplinen nach Publikationen zur Reproduktionskrise durchsucht. In 
der Annahme, dass die relevantesten Studien auf Englisch veröffentlicht werden, habe 
ich die Digital Library der Association for Computing Machinery (ACM)13 gewählt. Die 
Suche ergab 78 Ergebnisse, davon 45 im Volltext verfügbar. Die meisten weiteren Voll-
texte konnten aus anderen Quellen abgerufen werden (genaue Aufschlüsselung siehe 
Dokumentation im technischen Anhang). 

Der Veröffentlichungszeitraum liegt zwischen 2016 und 2023. Dieser Zeitraum umfasst 
die Jahre nach der Veröffentlichung der “Nature”-Umfrage und damit den Beginn einer 
breiten Diskussion über die Reproduktionskrise bei gleichzeitig steigender allgemeiner 
Verfügbarkeit von Rechenkapazitäten, Algorithmen, Machine-Learning-Ressourcen u. ä. 
und eignet sich somit gut als Begrenzung des Untersuchungszeitraums.  

Da die ACM mit einem Badge-System Reproduzierbarkeit auszeichnet und man von 
Studien zu diesem Thema einen entsprechenden Standard erwarten könnte, habe ich 
außerdem geprüft, wie viele einen Badge erhalten haben: Von 78 Suchergebnissen wie-
sen nur zwei einen “ACM Reproducibility Badge” auf (1 x Artifacts Available, 1 x Results 
Reproduced).14 

Um die Relevanz zu ermitteln sowie weitere relevante Studien zu finden, habe ich die 
Suche mit Publish or Perish (Harzing, 2016) auf der Basis von Google Scholar geprüft 
(Search Report und Suchergebnisse im technischen Anhang). Die Suchanfrage “Repro-
ducibility” im Titel und “reproducibility crisis” AND “computer science” als Schlagwörter 
listet 181 Studien. Einige weitere Studien, über die ich durch Zitation aufmerksam wurde, 
die aber nicht in den Suchergebnissen vertreten waren, wurden der Literaturauswertung 
(siehe Blatt „Themencluster“ im technischen Anhang) manuell hinzugefügt.  

In der Auswahl der zu berücksichtigenden Studien zeigte sich ein Abgrenzungsproblem: 
Die Informationsdisziplinen untersuchen oft Sachverhalte, die andere Fachgebiete be-
rühren, etwa bei der Erforschung von Bias in Suchvorschlägen oder der Analyse von 
Social-Media-Beiträgen – beide könnten auch soziologische oder politikwissenschaftli-
che Studien sein (z. B. Assenmacher et al., 2022). Andererseits fungieren die Informati-
onsdisziplinen immer öfter als Hilfswerkzeug für andere Wissenschaften (vgl. Feinberg 
et al., 2020), die nicht Thema dieser Arbeit sein sollen. Sie liefern jedoch wertvolle Bei-
träge zu grundsätzlichen Fehlerquellen und Problemen der Reproduzierbarkeit bei der 
Anwendung von datengetriebenen Verfahren (z. B. Pokutnaya et al., 2023, Bioinforma-
tik; Feng et al., 2019, Ökologie), die wiederum die Informationsdisziplinen lösen müssen 
(z. B. Belciug et al., 2022 zur Kommunikation Arzt/Ärztin–Data Scientist–AI). Daher wur-
den Studien, die explizit als Bestandteil anderer Fachrichtungen ausgewiesen sind (Titel, 

13  https://dl.acm.org 
14  Die Badges wurden ab 2018 schrittweise eingeführt; frühere Studien hätten diese also nur nachträglich erhalten können und 

extra geprüft werden müssen. 
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Abstract, Keywords, Fachpublikation), in der Auswertung der Abstracts für das Themen-
clustering berücksichtigt, nicht jedoch für die weitere Literaturauswertung. 

Auswertung Studien Anzahl 

Volltext Studien aus Literaturrecherche 126 
Volltext Zusätzliche berücksichtigte aus Zitationen 41 
Abstract, Keywords Studien anderer Fachdisziplinen 68 

Keine „Fraglich“ markierte (“reproducibility” weder in den Keyword 
noch im Abstract vorhanden) 

18 

Keine Zusätzliche identifizierte nicht auswertbare (z. B. Volltext 
nicht verfügbar, nicht relevant) 

35 

Tabelle 3: Anzahl der ausgewerteten Studien (Themenclustering und Literaturauswertung) 

3.4 Themenclustering 
Die folgenden beispielhaften Zitate aus Abstracts neuester arxiv.org-Ergebnisse im Rah-
men der Quantifizierung (siehe Kapitel 3.1) zeigen das Bewusstsein für die Anforderung 
der Reproduzierbarkeit in der Fachgemeinschaft bzw. formulieren einige dazugehörige 
Maßnahmen und Ziele:  

“Slowly but surely, Legal NLP is beginning to match not only the methodological 
sophistication of general NLP but also the professional standards of data availability 
and code reproducibility observed within the broader scientific community.” (Katz et 
al., 2023) 

“We publicly release all our code and prompt templates used for the experiments 
described in this work, as well as all corresponding scoring results, to allow for ex-
ternal validation and reproducibility.” (Kocmi & Federmann, 2023) 

“We also highlight the need for creating unified benchmarks and standardized da-
tasets for deep active learning in the presence of label noise for image classification 
to promote the reproducibility of research.” (Mots’oehli, 2023) 

Reproduzierbarkeit von Wissenschaft beschränkt sich jedoch nicht auf Code und Da-
ten. (Nelson et al., 2021) untersuchten in der oben bereits erwähnten Metastudie die 
Diskussion zur Reproduktionskrise15 mittels qualitativer Diskursanalyse und konnten drei 
zentrale Themenkomplexe herausarbeiten:  

“[…] this analysis demonstrates that there is a clear thematic core to reproducibility 
discussions, centered on the incentive structure of science, the transparency of 
methods and data, and the need to reform academic publishing.” (Nelson et al., 
2021, S. 15) 

Um zu einer Übersicht der relevanten Themen zu kommen, wurden die Abstracts und 
Keywords auf die von (Nelson et al., 2021) genannten Themen geprüft. Weitere Prob-
leme und mögliche Maßnahmen wurden identifiziert, indem die Volltexte nach dem 

15  Auf der Basis von 353 englischsprachigen Artikeln zu Fragen der Reproduzierbarkeit in der Biomedizin und Psychologie. 
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Wortstamm “reproducib” durchsucht wurden, um den jeweiligen Kontext zu ermitteln. Die 
Ergebnisse wurden als Merkmale in die Tabelle „Themencluster“ (siehe technischer An-
hang) eingetragen und sofern genannt für die jeweilige Studie mit 1 bewertet, um an-
schließend eine Quantifizierung vornehmen zu können. Die genaue Definition der aus 
dem Clustering hervorgegangenen Themen, die nachvollziehbar macht, nach welchen 
Kriterien die Studien zugeordnet wurden, ist Tabelle 5 zu entnehmen. Alle Volltexte, die 
sich schwerpunktmäßig mit Reproduzierbarkeit auseinandersetzen, wurden anschlie-
ßend vollständig im Hinblick auf Fehlerquellen und Maßnahmen ausgewertet. Die ge-
naue Methodik einschließlich aller Datenquellen, Suchanfragen und Bearbeitungs-
schritte ist im technischen Anhang beschrieben.  

3.5 Forschungsstand 
Die von (Nelson et al., 2021) genannten Themen wurden als zentral bestätigt, jedoch 
nicht als Top 3 (Tabelle 4). Das meistgenannte Thema war zwar ebenfalls die Methoden- 
Daten- und Ergebnistransparenz, auf den Plätzen 2 bis 4 folgten jedoch praktische Maß-
nahmen: Tools, Kriterien und Benchmarks zur Evaluation von Reproduzierbarkeit, Infra-
struktur zur Unterstützung der Forschenden und Policies, also Leitlinien, die einen Rah-
men vorgeben. Die beiden anderen von (Nelson et al., 2021) genannten Top-Themen 
Anreize und Publikationskultur folgten auf den Plätzen 6 und 7. Mögliche Gründe könn-
ten andere Publikationsformen in den Informationsdisziplinen sein; dies müsste Gegen-
stand weiterer Untersuchungen sein. Insgesamt lassen sich die ermittelten Themen in 
fünf Kategorien einteilen (Tabelle 5): „Gründe“, d. h. Ursachen und Bedingungen, die 
Reproduzierbarkeit begünstigen oder behindern; „Kompetenzen“, d. h. Fähigkeiten von 
Forschenden, Reproduzierbarkeit zu erreichen, sowie deren Vermittlung; „Werkzeuge“, 
d. h. Hilfsmittel und Methoden, die reproduzierbare Forschung unterstützen; „Struktu-
ren“, d. h. institutionelle und normative Rahmenbedingungen, sowie „Grundlagen“, d. h. 
Definitionen, Standards und epistemische Aspekte. 

Thema Anzahl Studien 
Methoden-, Daten- und Ergebnistransparenz 92 
Tools/Kriterien/Benchmarking zur Evaluation 86 
Infrastruktur 60 
Policies 43 
Methodenkompetenz (Reproduzierbarkeit) 41 
Anreize 33 
Publikationskultur 33 
Methodenkompetenz (wiss.) 32 
Metadaten, Ontologien, Standards, Modelle 32 
Lehre & Weiterbildung 29 
Grundsatzfragen 23 
Data excellence 16 
Definition 16 
Begutachtung 14 
Fördergelder 3 

Tabelle 4: Identifizierte Themen und Anzahl der Studien, die sie thematisieren (Mehrfachnennungen möglich). 
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Thema Kategorie Definition 

Anreize Gründe Materielle und immaterielle Belohnungen, die Forschende moti-
vieren oder demotivieren, ihre Arbeit reproduzierbar zu machen 

Methoden-, Da-
ten- und Ergeb-
nistransparenz 

Gründe Bereitstellung aller notwendigen Informationen und Inhalte, um 
die Forschungsarbeit reproduzierbar zu machen 

Publikationskul-
tur 

Gründe Bedingungen und Strukturen des wissenschaftlichen Publizie-
rens, die die Reproduzierbarkeit von Forschung positiv oder ne-
gativ beeinflussen 

Methodenkompe-
tenz (Reprodu-
zierbarkeit) 

Kompe-
tenzen 

Fähigkeiten und Kenntnisse der Forschenden in Bezug auf Me-
thoden, Praxen und Werkzeuge, die Reproduzierbarkeit von For-
schung sicherstellen 

Methodenkompe-
tenz (wiss.) 

Kompe-
tenzen 

Fähigkeiten und Kenntnisse von Forschenden in Bezug auf dis-
ziplinspezifische und allgemeine wissenschaftliche Methoden, 
z. B. statistische Auswertung, Modelltraining u. ä.

Lehre & Weiter-
bildung 

Kompe-
tenzen 

Rolle, Aufgaben, Desiderata von Lehre und Weiterbildung bei 
der Implementierung guter wissenschaftlicher Praxis in puncto 
Reproduzierbarkeit  

Data excellence Kompe-
tenzen 

Einfluss der Datenqualität auf die Reproduzierbarkeit von For-
schung 

Tools/Krite-
rien/Benchmar-
king zur Evalua-
tion 

Werk-
zeuge 

Werkzeuge, Hilfsmittel und Metriken, mit deren Hilfe reproduzier-
bare Forschung sichergestellt und messbar gemacht werden 
kann 

Infrastruktur Werk-
zeuge 

Präsentation von, Forschung zu und Bedarf an Anlaufstellen, 
Plattformen und Services, die reproduzierbare Forschung unter-
stützen 

Begutachtung Strukturen Abläufe, Verantwortlichkeiten und Methoden des Reviewing-Pro-
zesses, die die Reproduzierbarkeit von Forschung positiv oder 
negativ beeinflussen 

Policies Strukturen Leitlinien, die Rahmenbedingungen zur Reproduzierbarkeit von 
Forschung vorgeben 

Fördergelder Strukturen Mittelbedarf für die Erforschung von Reproduzierbarkeit und die 
Schaffung von Infrastrukturen für reproduzierbare Forschung  

Definition Grundla-
gen 

Inhaltliche Bestimmung der grundlegenden Begriffe in der Dis-
kussion um reproduzierbare Forschung 

Metadaten, Onto-
logien, Stan-
dards, Modelle 

Grundla-
gen 

Standardisierung als Grundlage für reproduzierbare Forschung 

Grundsatzfragen Grundla-
gen 

Epistemischer Wert von Reproduzierbarkeit, Beitrag zur Theorie-
bildung und zum wissenschaftlichen Fortschritt 

Tabelle 5: Definition der identifizierten Themen, nach denen die Studien codiert wurden 

Gründe 
Die Methoden-, Daten- und Ergebnistransparenz ist das meistgenannte Thema in der 
Diskussion um reproduzierbare Wissenschaft, sowohl als Mangel wie als Lösungsan-
satz. Ein Experiment oder eine Studie zu reproduzieren, zu der nicht alle Informationen 
vorliegen bzw. die nicht ausreichend dokumentiert ist, stellt die Nachnutzenden vor 
große Herausforderungen; häufig ist es auch unmöglich, wie zahlreiche Einzel- und Me-
tastudien zur Reproduzierbarkeit zeigen. Einige exemplarische stelle ich im Folgenden 
vor. 

(Collberg & Proebsting, 2016), (Stodden et al., 2018) und (Katz et al., 2023) untersuchten 
in ihren Studien jeweils die Reproduzierbarkeit von Code und identifizierten die 
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folgenden Hindernisse: fehlende Verfügbarkeit des Codes und/oder der verantwortlichen 
Personen; Bedenken bezüglich der Verwendung; Unwillen oder fehlende Berechtigung, 
den Code zu teilen; Datenschutz; mangelhafte Dokumentation des Codes, der Hard-
ware-Umgebung und der verwendeten Libraries; Weiterentwicklung des Codes im Ver-
gleich zum Studienzeitpunkt; Abhängigkeiten von proprietären oder veralteten Syste-
men, zu spezifische Programmiersprachen (López-Ibáñez et al., 2021, sprechen von 
„technischen Hürden“). (Collberg & Proebsting, 2016) empfehlen den Fördergebern, de-
dizierte Mittel sowohl für Maßnahmen zur Sicherung der Reproduzierbarkeit (Personal, 
Dokumentation) als auch für Reproduktionsstudien zur Verfügung zu stellen, sowie die 
Etablierung von “sharing contracts”, in denen sich Studienautor*innen zu einem be-
stimmten Maß an Reproduzierbarkeit verpflichten und entsprechende Daten und Meta-
daten bereitstellen (ähnlich einem Datenmanagementplan).  

(Di Nunzio & Minzoni, 2023) sowie (Hofman et al., 2020) zeigten in Einzel-Reprodukti-
onsstudien exemplarisch, welchen Aufwand es bedeutet, alle technischen Details der 
Originalstudie nachzuvollziehen bzw. erneut zu implementieren, sowohl für die Hard-
ware (insbesondere GPU-Einbindung inkl. Treiber) als auch für die Software.  

(Gundersen et al., 2022) wiesen nach, dass auch Machine-Learning-Plattformen mit ver-
meintlich standardisierten Umgebungen das nicht gewährleisten, indem sie diese mit 
identischen Datensets auf Ergebnisreproduzierbarkeit testeten. Sie zeigten, dass selbst 
ein einzelner Faktor (hier: Reihenfolge der Bildverarbeitung – “random feed)” bei ansons-
ten unveränderten Bedingungen und “fixed training seeds” deutliche Veränderungen im 
Ergebnis bewirkt. Sie untersuchten außerdem, welche “out of the box”-Lösungen zur 
Gewährleistung von Reproduzierbarkeit ML-Plattformen anbieten und kamen zu dem 
Schluss, dass diese die Nutzer*innen nicht „von Haus aus“ in diesem Ziel unterstützen. 
Um künftig den Grad der Reproduzierbarkeit messbar und so verschiedene Plattformen 
vergleichbar zu machen, schlagen sie 22 Variablen und eine darauf basierende Metrik 
vor. Sie weisen zudem darauf hin, dass Reproduzierbarkeit nicht nur im wissenschaftli-
chen, sondern auch im angewandten Kontext relevant ist, insbesondere wenn es um 
algorithmische Entscheidungssysteme in gesellschaftlich sensiblen Bereichen wie Kri-
minalitätsprävention geht. 

Verfahren der Informationsdisziplinen wie automatisierte Suchen, Text und Data Mining 
werden außerdem zunehmend für Metastudien genutzt, um Forschungsergebnisse 
schnell und effizient zusammenzutragen. (Li, 2021) zeigte, dass es auch hier an Repro-
duzierbarkeit fehlt: In 311 untersuchten Metastudien zu Software-Engineering konnten 
95 % der automatisierten Suchroutinen nicht reproduziert werden, 87,5 % der Suchakti-
vitäten (z. B. Suchparameter) und rund 50 % der Suchanfragen. Dies sei jedoch grund-
legend bei Metastudien:  

“Ideally, if the automatic search is largely reproducible, we will at least have a solid 
common ground to investigate the biases in the other S[ystematic] L[iterature] 
R[eview] stages.” (Li, 2021, S. 16) 
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Li definiert in diesem Kontext drei Dimensionen der Reproduzierbarkeit und zeigt damit, 
dass die Kriterien dessen, was für Reproduzierbarkeit wichtig ist, disziplinspezifisch er-
mittelt werden müssen: Die Wiederverwendbarkeit von Suchanfragen (“reusability of se-
arch strings”), die Wiederholbarkeit von Suchaktivitäten (“repeatability of search activi-
ties”) und die Reproduzierbarkeit von automatisierten Suchen (“reproducibility of auto-
matic search”). Maßgebliche Daten bzw. Code sind die genauen Suchanfragen (“search 
string(s)”), die exakten Suchparameter (“search field(s)”) und der Suchzeitraum (“time 
period”). Alle Suchanfragen für die hier vorliegende Arbeit wurden daher entsprechend 
dokumentiert. Bezüglich der Fehlerquellen unterscheidet Li zwischen Dokumentations-
problemen (“reporting issues”) und Limitierungen auf Seiten der Suchmaschinen (“se-
arch engine limits”). Dokumentationsfehler reichen von Tippfehlern bis zu fehlenden An-
gaben zu Suchstrings, der Suchstrategie im Allgemeinen, den Quellen und/oder den Su-
chergebnissen im Paper bzw. nicht mehr verfügbaren Anhängen mit der technischen 
Dokumentation; Suchmaschinen ändern hingegen im Laufe der Zeit ihre Interfaces, 
Suchoptionen und/oder Indexierung oder bieten bestimmte Suchoptionen nicht (mehr) 
an, so dass bei einer Suche mit verschiedenen Quellen die Suchanfragen und -parame-
ter angepasst werden müssen. Abhilfe schaffen sollen Leitlinien zur Reproduzierbarkeit 
für Forschende und Gutachter*innen sowie standardisierte Suchinterfaces für digitale 
Bibliotheken.  

Massive Dokumentationsmängel konstatierten auch (Daoudi et al., 2021) bei dem Ver-
such, Studien zum Einsatz von Machine Learning (hier zur Malware-Entdeckung auf 
Android-Systemen) zu reproduzieren: Von 82 in die engere Auswahl genommenen Stu-
dien waren nur sechs ausreichend dokumentiert, um sie für die Reproduktionsstudie in 
Betracht zu ziehen; tatsächlich erfolgreich reproduziert werden konnte nach der ACM-
Definition davon jedoch nur eine einzige. Drei konnten immerhin repliziert werden (eben-
falls nach ACM-Definition, d. h. mit Abweichungen im Studien-Setup ähnliche Ergeb-
nisse produzieren); eine Studie war weder reproduzierbar noch replizierbar. Hauptprob-
leme waren die Beschaffung der Original-Datensets, die mangelnde Dokumentation der 
Teilprozesse (Feature Extraktion, Vector Embedding, Klassifikation)16 und Unklarheiten 
über die Darstellung der Ergebnisse sowie daraus resultierend ungenügende Metriken 
zum Vergleich. Zusammenfassend stellen sie die Reife ihres spezifischen Forschungs-
feldes in Frage: 

“[…] target working scenario/context of each approach is virtually never defined, due 
to imprecisions in approach design, non-detailed descriptions of experimental pro-
tocols, lack of agreed upon benchmarks, lack of artefacts, and, more generally, non-
reproducibility of experiments” (Daoudi et al., 2021, S. 36) 

Daraus leiten sie für ihr Teilgebiet den folgenden Lösungsvorschlag ab:  

 
16  Namentlich: fehlender Code; abweichende Versionen; zusätzliche Daten notwendig, aber nicht vorhanden; erforderliche, 

aber undokumentierte Ablagestruktur; überflüssiger Code im Repositorium; Code nicht lauffähig/veraltet; Software-Abhän-
gigkeiten unklar; Inkompatibilitäten; fehlerhafter Code 
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“A solution to the reproduction problem could be to enforce the use of standardised 
machine learning pipeline management tooling, with a strong separation of con-
cerns.” (Daoudi et al., 2021, S. 37) 

Viele Studien weisen auf die fehlenden Anreize hin, die eigene Forschung reproduzier-
bar zu dokumentieren. So stellen (Collberg & Proebsting, 2016) fest: 

“[…] the root of the scientific-repeatability problem is sociological, not technological; 
when we do not produce solid prêt-à-partager artifacts or attempt to replicate the 
work of our peers it is because there is little professional glory to be gained from 
doing so.” (Collberg & Proebsting, 2016, S. 69) 

(Yen et al., 2021, S. 2) konstatieren: 

“[P]ersonal benefits and incentives from enabling reproducible work are minimal[.]” 

(Albertoni et al., 2023, S. 2) nennen u. a. Zeit- und Publikationsdruck als Hemmnisse, 
ebenso (Samuel & König-Ries, 2021), die Wissenschaftler*innen zu den Ursachen man-
gelnder Reproduzierbarkeit in ihrem Forschungsalltag befragten (Abbildung 5). 

Abbildung 5: The factors leading to poor reproducibility from the experience of 71 participants who fully responded to this ques-
tion. In: (Samuel & König-Ries, 2021), DOI Abb.: 10.7717/peerj.11140/fig-1, abgerufen am 09.05.2023 

(López-Ibáñez et al., 2021) sprechen von kulturellen Hürden und nennen ebenfalls Pub-
likationsdruck, die Angst vor Fehlerentdeckung bzw. einen Mangel an positiver Fehler-
kultur, aber auch Unwillen und mangelnde Sorgfalt, etwa wenn im Experiment anderer 
Code verwendet wird, als in der Veröffentlichung beschrieben.  

Die Publikationskultur wird häufig als kritischer Faktor bewertet. Die größte Rolle spielt 
dabei der sogenannte “publication bias”: Positive Ergebnisse, d. h. solche mit statistisch 
signifikanten Effekten, haben eine sehr viel höhere Wahrscheinlichkeit veröffentlicht zu 
werden als solche, die die Nullhypothese bestätigen (Albertoni et al., 2023, S. 2; Bell & 
Kampman, 2021, S. 3; Hudson, 2021, S. 390; Pineau et al., 2021, S. 3). Nach (López-
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Ibáñez et al., 2021) werden Reproduktionsstudien sehr viel seltener veröffentlicht, weil 
sie nur marginalen Erkenntnisgewinn versprächen, aber Prestigeverluste oder Kontro-
versen (Ivie et al., 2019), wenn bei gescheiterter Reproduktion Aussage gegen Aussage 
stehe. (Cockburn et al., 2020, S. 72 f.) verdeutlichen die negativen Folgen:  

“Publication bias and the file drawer effect17 combine to propagate the dissemination 
and maintenance of false knowledge, […] disincentivizes exploratory research 
[…][and] encourages midexperiment adjustments.” (Cockburn et al., 2020, S. 72 f.) 

(Ulmer et al., 2022) weisen darauf hin, dass mehr Transparenz die Publikationschancen 
nicht erhöhe:  

“[B]etter experimental standards often do not increase the acceptance probability: 
The more details are provided for replicability purposes, the more potential points of 
criticism are exposed to reviewers.” (Ulmer et al., 2022, S. 8) 

Nach (López-Ibáñez et al., 2021) stellt die Prüfung der Reproduzierbarkeit für die Begut-
achtenden unter den aktuellen Bedingungen jedoch vor allem eine Zusatzbelastung dar. 
(Albertoni et al., 2023, S. 2) weisen außerdem auf Seiten-/Zeilenlimits und teils noch 
fehlende Unterstützung der Publikationsträger für die Veröffentlichung von Dokumenta-
tionen und Zusatzmaterial hin. 

(Willis & Stodden, 2020) haben untersucht, wie Initiativen für mehr Reproduzierbarkeit 
den Publikationsprozess verändert haben, u. a. durch die Einführung von Leitlinien, ver-
änderte Reviewprozesse und dedizierte Gutachter*innen. Der Effekt der Einführung der 
Maßnahmen wurde u. a. mit biblio- und szientometrischen Mitteln gemessen. Der Grad 
der Veränderung hänge demnach vom Druck und der Bereitschaft der Fachgemein-
schaft ab (siehe dazu auch Kap. 5.1 dieser Arbeit):  

„[T]he strength of reproducibility mandates arises from community readiness and 
initiative scale.“ (Willis & Stodden, 2020, S. 8) 

Für die Machine-Learning-Community verzeichnen (Di Nunzio & Minzoni, 2023) diesbe-
züglich eine positive Entwicklung: 

“Sharing code, data and supplementary material providing details about data, sys-
tems, and training regimes is firmly established in the ML/NLP/IR community, with 
virtually all main events now encouraging and making space for it[.]” (Di Nunzio & 
Minzoni, 2023, S. 3) 

(Yen et al., 2021) sehen diese allgemein: 

“There is a move towards reproducibility and replicability (R&R) in science and en-
gineering. In practice, this manifests as a mixture of top-down directives, such as 

 
17  “File drawer effect: Null findings tend to be unpublished and therefore hidden from the scientific community.” (Cockburn et 

al., 2020, S. 72) 
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open data mandates from funding agencies, and bottom-up initiatives, such as the 
early conference artifact programs[.]” (Yen et al., 2021, S. 1) 

Kompetenzen 
Neben der Methodentransparenz wird auch die Methodenkompetenz thematisiert, einer-
seits in Bezug auf Methoden zur Sicherstellung der Reproduzierbarkeit, andererseits in 
Bezug auf Forschungs- und Analysemethoden an sich. Im Zuge der konstatierten Män-
gel wird ein großer Bedarf an Lehre und Weiterbildung festgestellt (siehe Kapitel 5.7). 

Methoden der Reproduzierbarkeit 

Hierbei geht es vor allem die technische Dimension der Reproduzierbarkeit, die “compu-
tational reproducibility” nach (Stodden, 2013), zum Teil aber auch um rechtliche Hürden 
wie Patent- und Datenschutz, die die Forschenden vor Herausforderungen stellen. Auch 
grundsätzliche Orientierung fehlt:  

“[T]he lack of a clear set of standards and tools makes it difficult to incorporate good 
reproducibility practices in most labs[.]” (Shenouda & Bajwa, 2022, S. 3) 

Zu den technischen Abhängigkeiten, die die Reproduzierbarkeit beeinflussen, gehören 
nach (Gundersen et al., 2022, S. 45) die gewählte Plattform, die Ausführung auf CPU 
oder GPU (vgl. dazu auch Di Nunzio & Minzoni, 2023, S. 75), die Version der genutzten 
Software und Bibliotheken, Software-Fehler, die Komplexität der Software (vgl. auch 
Coakley et al., 2022). 

(Samuel & Mietchen, 2022) weisen darauf hin, dass aufgrund langwieriger Begutach-
tungsprozesse und der schnellen Entwicklungszyklen bei Standard-Software und -Bibli-
otheken offener Source Code bei Veröffentlichung schon veraltete Abhängigkeiten ent-
halten kann. Das Problem der Ausführbarkeit von Software-Artefakten verschärft sich 
mit Blick auf die Langzeitarchivierung von Code und Daten (Feger & Woźniak, 2022, S. 
6; Khritankov et al., 2022; Scheuerman et al., 2021, S. 13; Wilkinson et al., 2018, S. 2). 

Viele Forschende sind zudem nicht mit den Standards des “literate programming” und 
der Erstellung von unabhängigen Programmierumgebungen vertraut (siehe Kapitel 4). 
Zu den verbreiteten Fehlern gehören u. a. eine unklare Projektstruktur, harte Pfadab-
hängigkeiten, unsaubere Variablenbenennung und nicht-lineare Ausführung von Note-
books (Casseau et al., 2021, S. 2) sowie die Veröffentlichung von Code als Source Code 
anstatt als Container, Package oder Virtuelle Maschine. 

Auch das Teilen großer Datenmengen bereitet unter Umständen Schwierigkeiten:  

“In DL, full datasets can be large and impractical to share” (Ulmer et al., 2022, S. 5) 

Mängel in der wissenschaftlichen Methodik 

Hier stehen von der Aufstellung der Hypothese über die Erhebung der Daten, das Pre-
processing, den Aufbau der Pipelines, das Training von Modellen bis zur korrekten Va-
lidierung und Interpretation der Ergebnisse eine Vielzahl von Praktiken des Studienauf-
baus und der Studiendurchführung in der Kritik. 
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(Horton et al., 2022, S. 207) listen einige Beispiele grundlegender Excel- und Kopierfeh-
ler mit schwerwiegenden Auswirkungen auf die Ergebnisse auf. (Cooper et al., 2022) 
untersuchen die Bedeutung der Methodenwahl in Bezug auf die Unterscheidung von if-
then-Algorithmen und stochastischen Machine-Learning-Modellen. Sie zeigen dabei auf, 
dass die Faktoren Zufall (“randomness”) und Undeterminiertheit (“non-determinism”) an 
mehreren Stellen von ML-Pipelines eine Rolle spielen, an bekannten wie der Auswahl 
der Trainingsdaten und den daraus resultierenden Modellen (vgl. Çöltekin, 2020, S. 46 
f.; Liem & Panichella, 2020), aber auch an häufig unbeachteten, wie z. B. Software-Hard-
ware-Abhängigkeiten. Demnach stellen ML-Modelle (hier: als Entscheidungssysteme im 
juristischen Kontext, aber auch allgemein) zwangsläufig ein non-deterministisches Ele-
ment der Pipeline dar, d. h. der Output verhält sich nicht immer gleich zum Input. Ac-
curacy, also die Quote der zutreffenden Einzelentscheidungen des Systems, könne folg-
lich kein Maß zur Bewertung sein. Sie schlagen stattdessen vor, die Verteilung möglicher 
Ergebnisse zur Bewertung von automatisierten Entscheidungssystemen in den Blick zu 
nehmen. (Nagarajan, 2018) untersuchen die Quellen von Undeterminiertheit in Deep 
Reinforced Learning (DRL) systematisch und machen ihren Einfluss messbar:  

“We identified the sources of nondeterminism […]. We then described how deter-
ministic implementations can be used with paired tests to improve algorithm com-
parisons. We […] measured the variance caused by each source on the resulting 
performance of the agent. We found that individual sources of nondeterminism can 
substantially impact the performance of a DRL agent, reaffirming the benefit of de-
terministic implementations.” (Nagarajan, 2018, S. 81; vgl. auch Crane, 2018) 

(Qian et al., 2021) wiesen nach, dass Deep-Learning (DL)-Modelle auch mit identischen 
Training-Seeds unterschiedliche Ergebnisse produzieren – mit kritischen Implikationen 
für Entscheidungssysteme, die in sensiblen Bereichen wie Kreditvergabe oder Krimina-
litätsprävention eingesetzt werden; (Forde et al., 2021) kommen mit ML-Modellen im 
Gesundheitsbereich zu ähnlichen Ergebnissen. 

Probleme beim Modelltraining werden in ebenfalls analysiert. “data leakage” (Kapoor & 
Narayanan, 2022; Götz-Hahn et al., 2022; Ferro et al., 2016), die unsaubere oder feh-
lende Trennung von Trainings-, Test- und Validierungsdaten, die zu übermäßig guter 
Performance führt, ist eines der häufigsten. (Kapoor & Narayanan, 2022) merken an, 
dass dies ohne eine Veröffentlichung von Code und Daten nicht erkennbar sei und be-
sonders beim Einsatz von ML als Tool in anderen Wissenschaften mit wenig spezifischer 
Expertise prävalent sei. (Dacrema, 2020) untersuchen die Auswahl schwacher oder in-
adäquater Baselines und willkürlicher Implementierungen, die die Ergebnisse positiv ver-
zerren. 

(Urkullu et al., 2021) untersuchten die Reproduzierbarkeit der ranking-basierten Auswahl 
von Features für die Modellierung durch RFSS18-Algorithmen und entwickeln eine 
 
18 RFSS: Regularized Feature Sign Search 
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statistisch-analytische Metrik und Visualisierung (“reproducibility curve”), um diese 
messbar zu machen.  

(Albertoni et al., 2023) legen eine systematische Literaturrecherche zur Reproduzierbar-
keit von Machine Learning vor, in der sie sowohl die Inkonsistenzen in der Terminologie 
als auch bereits vorhandene Best Practices und noch zu schließende Lücken untersu-
chen und Empfehlungen abgeben.  

(Aroyo et al., 2022; vgl. auch Paullada et al., 2021; Scheuerman et al., 2021) weisen 
darauf hin, dass sich das Problem häufig schon vor der Pipeline ergibt, nämlich bei der 
Datenqualität (“garbage in – garbage out”) und mahnen die gleiche Sorgfalt bei der Er-
hebung, Bearbeitung und Validierung der Daten an, die auch der Funktionsfähigkeit des 
Codes zuteilwird. Sie fordern ein entsprechendes “data excellence framework”, um Ab-
hilfe zu schaffen. Die technischen Fragen bleiben offen; die Schlüsselqualitäten in einem 
solchen Regelwerk seien jedoch Datenhaltung (“maintainability”), Stichhaltigkeit (“vali-
dity”), Verlässlichkeit (“reliability”) und Wirklichkeitstreue (“fidelity”). Sie werfen unter an-
derem die Fragen auf, ob schon die Ursprungsdaten reproduzierbar sind, ob sie ein kor-
rektes Abbild der Wirklichkeit darstellen oder bereits bei der Erhebung und Annotation 
Verzerrungen oder Auslassungen unterliegen. Weitere Fehlerquellen sehen die Au-
tor*innen in der korrekten Aufteilung von Datensätzen, etwa zwischen Trainings- und 
Testdaten. Zusammenfassend erklären sie: 

“[D]ata is ‘excellent’ when it accurately represents a phenomenon, and is: a) col-
lected, stored, and used responsibly, b) maintainable over time, c) reusable across 
application, and d) exhibits empirical and explanatory power.” (Aroyo et al., 2022, 
S. 67) 

(Paullada et al., 2021) und (Hutchinson et al., 2021, S. 560) kritisieren in diesem Zusam-
menhang besonders Webscraping und andere intransparente Praktiken zur Erstellung 
riesiger Datensets, in der Regel ohne die Zustimmung der Urheber*innen. (Feger & 
Woźniak, 2022) mahnen allgemein andere Werte bei der Datenkuratierung an: Sorgfalt 
vor Effizienz, Kontextualisierung vor Universalität, Positionierung vor Neutralität und Da-
tenarbeit vor Modellentwicklung. (Gehrmann et al., 2022) weisen darauf hin, dass auch 
die Wiederverwendung von Daten problematisch sein kann: 

“re-use of datasets for incompatible tasks, along with the concentration on very few 
datasets, is a worrying trend” (Gehrmann et al., 2022, S. 15) 

Nach (Sambasivan et al., 2021) fehlt dafür jedoch im Bereich AI noch weitgehend das 
Bewusstsein, mit schwerwiegenden Folgen:  

“Data cascades were opaque and delayed, with poor indicators and metrics. Cas-
cades compounded into major negative impacts in the downstream of models like 
costly iterations, discarding projects, and harm to communities. […] The high prev-
alence of fairly severe data cascades point to a larger problem of broken data prac-
tices, methodologies, and incentives in the field of AI. […] our results point to serious 
gaps in what AI practitioners were trained and equipped to handle, in the form of 
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tensions in working with field partners and application-domain experts, and in un-
derstanding human impacts of models” (Sambasivan et al., 2021, S. 2) 

Sie beklagen außerdem fehlende Dokumentationsstandards:  

“[D]ocumentation of data suffers from a lack of standards and conventions within 
the ML community” (Sambasivan et al., 2021, S. 2; vgl. auch Paullada et al., 2021, 
S. 10) 

Zudem vermissen sie Metriken zur Beurteilung von Datenqualität:  

“Goodness-of-fit metrics, such as F1, Accuracy, AUC, do not tell us much about the 
phenomenological fidelity (representation of the phenomena) and validity (how well 
the data explains things related to the phenomena captured by the data) aspects of 
the data.” (Sambasivan et al., 2021, S. 10) 

Grundlegende Fragen zur Erstellung, Kuratierung und Vorhaltung von Datensets unter-
suchen auch (Hutchinson et al., 2021 für ML/AI), (Rogers et al., 2021 für NLP) und 
(Cordero et al., 2021 für Network Intrusion Detection Systems (NIDS));  

Neben mangelnder Expertise zur Datensammlung und -kuratierung fehlt es nach 
(Sambasivan et al., 2021) häufig an Fachexpertise, um die Daten korrekt zu bewerten 
(“data sense-making”), insbesondere, wenn ML- oder AI-Modelle für andere Anwen-
dungsfelder gebaut werden:  

“Unfortunately, as it stands, there is often a lack of involvement and appreciation for 
application-domain experts in AI/ML. An oft-quoted quip in the Natural Language 
Processing community: ‘Every time I fire a linguist, the performance of the speech 
recognizer goes up’ attributed to Frederick Jelinek [49], reflects the hostility towards 
domain expertise.” (Sambasivan et al., 2021, S. 11) 

Insgesamt beklagen (Sambasivan et al., 2021, S. 5) und (Çöltekin, 2020, S. 50) fehlende 
Anreize und Anerkennung für intensive Datenkuratierung. 

Auch am Ende der Pipeline, also bei den Ergebnissen, ihrer Validierung und Interpreta-
tion, stellen viele Autor*innen fragwürdige Praktiken fest. Ein Schwerpunkt der Kritik liegt 
auf der falschen Anwendung statistischer Methoden, insbesondere dem Nullhypothe-
sen-Signifikanztest und dem dazugehörigen p-Wert (Berrar, 2022 für Klassifizierungsal-
gorithmen; Cockburn et al., 2020 für Computer Science allgemein; grundlegend Was-
serstein & Lazar, 2016; Nuzzo, 2014). Aus dem falschen Verständnis der Methode folgt 
das p-Hacking, die gezielte Auswahl von Daten, die das Signifikanzlevel verbessern bzw. 
positive Resultate ermöglichen. Alternativ wird nach Effekten gesucht, die die ursprüng-
liche Hypothese nicht vorausgesagt hat (p-Fishing) (Cockburn et al., 2020) oder die Hy-
pothese nachträglich angepasst (HARKing19) (Bell & Kampman, 2021; Cockburn et al., 
2020); aus kleinen Abweichungen werden falsche Schlussfolgerungen gezogen 
(Ioannidis, 2005) oder aus Ergebnissen für Teilgruppen unzulässige 

 
19 HARKing: Hypothesizing after results are known 



 34 

Verallgemeinerungen abgeleitet (Ferro et al., 2016, S. 75; López-Ibáñez et al., 2021, S. 
11). Hinzu kommen kognitive Verzerrungen bei der Interpretation; (Cockburn et al., 2020, 
S. 74) nennen Apophänie (die Tendenz, Muster in unzusammenhängenden Datenmen-
gen wahrzunehmen), die Bestätigung vorgefasster Meinungen (“confirmation bias”) und 
die nachträgliche Bestätigung (“hindsight bias”); (Gunes et al., 2022) führt darüber hin-
aus “sample size bias”, “novelty bias”, “classism bias” und “racial, ethnic, cultural samp-
ling biases” an. (Pineau et al., 2021, S. 2) nennen außerdem mangelnde Erläuterungen 
zu den verwendeten Metriken, selektive Wiedergabe der Ergebnisse und unzulässige 
Schlussfolgerungen, die von den vorgelegten Belegen nicht gedeckt sind, z. B. bei klei-
nen Effektstärken oder Populationen, (Albertoni et al., 2023, S. 2) fehlende Validierung 
unter verschiedenen Bedingungen und Parametern. (Ulmer et al., 2022, S. 8) weisen auf 
die Folgen hin: 

“[I]t becomes difficult to judge whether the results obtained via larger models and 
datasets actually constitute substantial progress or just statistical flukes. At the 
same time, such experiments can create environmental concerns[.]”20  

Werkzeuge 
Tools und Metriken zur Evaluation sowie Infrastrukturen belegen die Plätze 2 und 3 bei 
den ermittelten Themen. Darin drückt sich einerseits der Wunsch vieler Forschender 
nach Unterstützung bei dem Ziel, reproduzierbare Arbeit abzuliefern, aus, andererseits 
der für die Informationsdisziplinen vielleicht nicht ganz überraschende Ansatz, techni-
sche bzw. automatisierte Lösungen dafür zu finden. 

(Ivie et al., 2019) untersuchten die grundlegenden technischen Hürden der Reproduzier-
barkeit von computergestützter Forschung und verschiedene Methoden und Werk-
zeuge zur Unterstützung von Forschenden, (Quaranta et al., 2021) untersuchten diese 
für Machine Learning und leiteten daraus eine Taxonomie vorhandener Werkzeuge ab 
(ebd., S. 4, Abb. 1). (Wonsil, 2021, S. 15) nennen Projektmanagement-Tools, Reposito-
rien, Virtualisierungssoftware sowie Hilfsmittel zum Tracking von Systemaufrufen und 
Datenherkunft. Nach (Stansberry et al., 2020) sollte eine integrierte Lösung (hier: Data-
Fed21) diese Anforderungen erfüllen (vgl. auch Godwin, 2019):  

“a systemic solution that will emphasize and directly support the critical data lifecycle 
phases of ingest, management, and analysis […] that are often overlooked or poorly 
executed. It is within these data lifecycle phases that full data provenance and rich 
domain-specific metadata can be captured and utilized to enhance the scientific 
context needed to ultimately reproduce experimental or computational results.” 
(Stansberry et al., 2020, S. 84 f.) 

(Feger et al., 2022, p. 32) kommen zu dem Schluss: 

 
20  Aufgrund des immer höheren Energieverbrauchs; dieser sollte demnach in die Performance-Analyse eingebzogen werden. 
21  https://ornl.github.io/DataFed/ 
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“[S]trong support and suitable technical infrastructure help develop commitment, 
while policy conflicts, unclear data standards, and multi-platform sharing, lead to 
unexpected negotiation processes.”  

(Wonsil, 2021) beschreibt das Konzept als “reproducibility as a service” und entwickelt 
folgende Anforderungen: 

1. “hosting computational environments on remote servers to help archive and 
distribute computational experiments.  

2. virtualization to increase a computational environments’ portability.  
3. tracing system calls to identify all necessary files and programs used by a com-

putational experiment” (Wonsil, 2021, S. 7) 

Grundsätzlich besteht außerdem noch wenig Einigkeit darüber, wie Reproduzierbarkeit 
messbar gemacht werden kann:  

“Besides the problem of moving the field towards more reproducible experimental 
practices and protocols, we also face a severe methodological issue: we do not 
have any means to assess when reproduced is reproduced. Moreover, we lack any 
reproducibility-oriented dataset, which would allow us to develop such methods.” 
(Breuer et al., 2020, p. 349) 

Das liegt einerseits an den unterschiedlichen Dimensionen, nach denen Reproduzier-
barkeit definiert wird (siehe Kapitel 3.2); zum anderen an einer Reihe von Messunsicher-
heiten, wie (Plant & Hanisch, 2020, S. 6, Tab. 2) aus metrologischer Perspektive be-
schrieben haben, und zum Dritten an einem Mangel an Standardisierung in teils noch 
recht jungen Disziplinen. 

Zusätzlich haben unterschiedliche Fachdisziplinen und ihre Teilgebiete ihre je spezifi-
schen Anforderungen an Reproduzierbarkeit, verschiedene Workflows, Instrumente, Da-
tenarten, Sicherheitsanforderungen u. v. m. Daraus resultieren Forschungsprojekte, die 
passende Plattformen oder Tools entwerfen; viele von ihnen verbleiben jedoch im Pro-
totyp-Stadium oder werden nicht mehr gepflegt, wenn die Projektfinanzierung beendet 
ist (Brinckman et al., 2018).  

Metriken und Infrastrukturen werden in Kapitel 5.6 genauer vorgestellt. 

Strukturen 
Unter Strukturen fallen institutionelle und normative Rahmenbedingungen, die von Insti-
tutionen, Publikationsträgern, Forschungsförderern und Politik vorgegeben werden und 
die reproduzierbare Forschung befördern oder behindern können. Dazu zählen insbe-
sondere Leitlinien und Fördergelder für Infrastrukturen und Personal, aber auch An-
reizsysteme, die einen Kulturwandel herbeiführen können (siehe Kapitel 5). 

Leitlinien für reproduzierbare Forschung werden auf mehreren Ebenen benötigt: bei den 
forschenden Institutionen (z. B. TH Köln, 2020), bei den Forschungsförderern (z. B. 
Deutsche Forschungsgemeinschaft e.V., 2022) und Publikationsträgern (Association for 
Computing Machinery, 2018) sowie auf politischer Ebene (z. B. European Commission, 
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2019) und in sind in den letzten Jahren zunehmend eingeführt worden. Sie stellen einen 
wichtigen Faktor der Top-Down-Förderung von Reproduzierbarkeit dar (siehe Kapitel 
5.1). 

Zur Top-Down-Förderung gehört auch die Bereitstellung von Geldern, Infrastrukturen 
und Personal. Diese Erwartung richtet sich an die Institutionen, die Publikationsträger, 
die Forschungsförderer und die Politik: 

”Institutions, funders [33, 34], and publishers should improve research infrastruc-
ture, including coordinated, cross-sector development and/or maintenance of data-
bases, digital storage, servers, software, repositories, and various researcher-led 
initiatives.” (Stewart et al., 2022, S. 3) 

Beispiele für solche Infrastrukturen sind die European Science Cloud22 und die Nationale 
Forschungsdateninfrastruktur (NFDI)23. Weitere werden in Kapitel 5.4 vorgestellt. 

Die Publikationsträger stehen zudem in der Verantwortung, durch Veränderungen im 
Begutachtungsprozess dem “publication bias” entgegenzuwirken und die Anforderungen 
an Reproduzierbarkeit durchzusetzen. Zu den Forderungen zählen etwa: 

“[…] systematically basing the review and selection of outputs on methodological 
rigour, openness, and transparency (as indicators of quality) rather than the novelty 
or nature of findings.” (Stewart et al., 2022, S. 4) 

“Journal editors and PC chairs should invest into setting up new or redefining exist-
ing evaluation criteria. Most importantly, they have to invest into educating and train-
ing their reviewers to acknowledge and adhere to these new, more inclusive guide-
lines.” (Gunes et al., 2022, S. 291) 

(Willis & Stodden, 2020) schlagen außerdem verschiedene Stufen der Begutachtung 
vor, spezialisierte Gutachter*innen für Reproduzierbarkeit und materielle Anreize.  

Weitere Maßnahmen werden in Kapitel 5.5 erläutert. 

(Rethlefsen et al., 2022), (Feinberg et al., 2020), (Ivie et al., 2019), (Sholler et al., 2019) 
und (Markowetz, 2015) thematisieren, welcher zusätzlichen Anreize es bedarf, um For-
schende zu motivieren und Widerstände zu überwinden. In Kapitel 5.2 werden verschie-
dene Motivationen und Anreizsysteme vorgestellt.  

Grundlagen 
Nur was definiert und eindeutig beschrieben ist, ist auch auffindbar, vergleichbar und 
reproduzierbar. Das beginnt bei der Definition von Reproduzierbarkeit (siehe Kapitel 3.2) 
und den Ansprüchen an Reproduzierbarkeit. (Potthast et al., 2019) haben dazu für die 
Informationsdisziplinen eine Taxonomie entwickelt, in der sie zwischen proaktiven, reak-
tiven und unterstützenden Maßnahmen unterscheiden. 

 
22  https://eosc-portal.eu/about/eosc 
23  https://www.nfdi.de 
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Abbildung 6: Taxonomy of actions towards improving reproducibility in computer science. (Potthast et al., 2019, S. 125, Abb. 2) 

Standardisierte Dokumentation erfordert darüber hinaus nicht nur technische Lösungen 
wie Tracking- und Annotationstools, sondern auch Metadatenformate, Ontologien, Stan-
dards und theoretische Modelle, damit Gleiches auch gleich klassifiziert wird. Analog zur 
Forschung zu Metriken (siehe Kapitel 5.6) wird zudem nach Mitteln gesucht, den Grad 
der erreichten Reproduzierbarkeit automatisiert auszuwerten.  

(Plant & Hanisch, 2020) fordern u. a.: 

“A requirement for effective metadata sharing is the development of better methods 
of harmonized vocabularies.” (Plant & Hanisch, 2020, S. 14) 

“Develop and gain community adoption of discipline-based metadata standards, 
with mappings to complementary research domains.” (Plant & Hanisch, 2020, S. 21) 

(Willis & Stodden, 2020, S. 24) schreiben, dass es einen “information standard” benötige, 
mit dem die informationstechnischen Artefakte von Studien (“compound research ob-
jects”), umfassend und einheitlich beschrieben werden könnten. 

(Khritankov et al., 2022), (Marshall & Freitas, 2018) und (Leijnen, 2016) haben sich mit 
Ansätzen für die graphische Repräsentation von ML, AI bzw. neuronalen Netzwerken 
beschäftigt und führen bessere Wissenschaftskommunikation als einen Weg zu mehr 
Reproduzierbarkeit an. 

Weitere Ansätze und Projekte werden in Kapitel 5.6 vorgestellt. 

Über diese Grundlagenarbeit hinaus diskutieren einige Autor*innen aber auch den 
grundsätzlichen Erkenntniswert von Reproduzierbarkeit für die Wissenschaft  (Kou, 
2022; Hocquet & Wieber, 2021; Hudson, 2021; Malik, 2020; Polonioli, 2020; 
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Baumgaertner et al., 2019; Redish et al., 2018; Nadin, 2018). Einen kurzen Überblick 
über epistemische Einwände gebe ich im Fazit. 
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4 Maßnahmen im Forschungsprozess 
“Replicability is a matter of habits and good practices on the part of the researcher, 
but it is also related to the tools and technologies that makes the processes efficient 
and realistic.” (Burny & Vanderdonckt, 2021, S. 4) 

In diesem Kapitel werden Maßnahmen vorgestellt, die Forschende während des For-
schungsprozesses ergreifen können bzw. sollten, um die Reproduzierbarkeit ihrer Arbeit 
sicherzustellen, beginnend bei der Aufstellung der Hypothese über den Aufbau der Stu-
die, die Analyse und Auswertung der Ergebnisse bis hin zur Veröffentlichung und Archi-
vierung des Projekts.  

4.1 Aufstellung Hypothese/Forschungsfrage 
Um den Praktiken des p-Hacking und HARKing entgegenzuwirken muss nach (Bell & 
Kampman, 2021, S. 2) die Hypothese vor Studienbeginn klar formuliert, d. h. eindeutig 
festgelegt sein, was falsifiziert werden soll. Im Bereich Machine Learning gehören dazu 
auch die Hyperparametergrenzen, die Auswahlmethodik und Vorabexplorationen (vgl. 
auch Cockburn et al., 2020, S. 76).  

Überprüfbar werden diese Kriterien durch Vorabveröffentlichung: 

“While pre-registrations are usually performed via open platforms such as OSF 
(Open Science Framework) that create a time-stamped non-modifiable public rec-
ord of the study and analysis plan before the data is collected and lack a review 
process, registered reports submitted to a journal are subject to peer review.” (Gu-
nes et al., 2022, S. 288), (siehe auch Berrar, 2022, S. 1133) 

(Gunes et al., 2022) weisen allerdings darauf hin, dass dies bei explorativer und theorie-
bildender Forschung, z. B. in der Algorithmenentwicklung, nicht möglich sei. 

4.2 Wissenschaftliches Studiendesign 
In der Regel werden andere Forschende zuerst durch die schriftliche Veröffentlichung24 
auf eine Studie aufmerksam. Der erste Schritt, die Arbeit nachvollziehbar zu machen, 
besteht also in der exakten Beschreibung der Methodik und des Studienaufbaus. Für AI 
schreiben (Albertoni et al., 2023) z. B.: 

“The first method category should contain a text description of the AI method, with 
its high level pseudo-code and its explanation.” (Ebd., S. 7) 

Sie weisen darauf, dass die Veröffentlichung von Code ohne eine entsprechende me-
thodische Dokumentation der Experimente wenig Sinn habe. (Plant & Hanisch, 2020) 
ergänzen, dass dies alle eventuellen Unsicherheiten (Liste siehe Plant & Hanisch, 2020, 
S. 7, Tab. 3) einschließe. Dazu gehört auch Bias-Kontrolle. (Scheuerman et al., 2021) 
empfehlen, sich auch in den „exakten Wissenschaften“ der Relativität des eigenen 
 
24 Oder Hinweise auf diese Veröffentlichung, z. B. durch Rezension, Zitation, andere Verweise oder auch Social-Media-Beiträge 
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Standpunkts bewusst zu werden und diese kenntlich zu machen. Sie empfehlen dazu 
“positionality statements” (ebd., S. 7). (Sap et al., 2022) zeigen beispielhaft, wie die 
Gruppenzugehörigkeit der Annotierenden die Annotation von Datensets bestimmt (hier: 
für toxische Sprache) und wie sich das langfristig auswirkt, wenn diese Datensets in der 
Folge eingesetzt werden (hier: für hate speech detection). Diese Gruppenzugehörigkeit 
sollte folglich in einem “positionality statement” dokumentiert werden. 

(Stewart et al., 2022) weisen darauf hin, dass Ergebnisse auch durch zu kleine Daten-
grundlagen verzerrt oder Effekte überschätzt werden können und empfiehlt, von vorn-
herein kollaborative Studien anzustreben. Für die Informationsdisziplinen, die zuneh-
mend mit unkontrollierbar großen Datenmengen arbeiten, dürfte dies allerdings vor allem 
für die inhaltliche Biaskontrolle interessant sein bzw. die interkulturelle Überprüfung von 
Ergebnissen (vgl. z. B. Knees et al., 2022, für Music Recommender Systems in verschie-
denen kulturellen Kontexten). 

Auf Methoden zur Reproduzierbarkeit der Datensets, der Analysen und der Dateninter-
pretation gehe ich im Folgenden noch ein. 

4.3 Technisches Studiendesign 
“[R]esearchers should plan for the computational reproducibility of their experiments 
long before any code is written.” (Shenouda & Bajwa, 2022, S. 3) 

Auf die “computational reproducibility” (Stodden, 2013) fokussiert sich wie oben erläutert 
ein großer Teil der Debatte und damit auch der Empfehlungen. Hundertprozentige 
Transparenz und perfekte Dokumentation ist womöglich nicht erreichbar, aber For-
schende können eine ganze Reihe an Maßnahmen ergreifen, um von vornherein auf 
Reproduzierbarkeit zu achten. 

Speicherung, Versionierung, Asset Management 

(Samuel & König-Ries, 2021, S. 17) empfehlen, von Beginn an “scientific data manage-
ment platforms” und Repositorien zu nutzen, um Daten und Code an einem zentralen 
und sicheren Ort zu sammeln und auszuwerten. Dies vereinfache auch die Zusammen-
arbeit im Team und die Dokumentation. Für die Informationsdisziplinen bieten sich Platt-
formen wie GitHub25 und BitBucket26 an27. Diese bieten zudem Optionen zur Versionie-
rung, so dass eine vollständige und revisionssichere Dokumentation gewährleistet ist, 
sofern Änderungen zuverlässig hochgeladen und kommentiert werden (Shenouda & 
Bajwa, 2022, S. 12). Eine Open-Source-Alternative für die Versionierung bietet DVC28. 

 
25  https://github.com 
26  https://bitbucket.org 
27  Zu Machine-Learning-Plattformen und Tools vgl. (Gundersen et al., 2022), (Quaranta et al., 2021) 
28  https://dvc.org 
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Dedizierte Umgebung 

“Usually, when a new project starts from the beginning, it is reasonable to implement 
an empty environment in which only the required packages and libraries will be in-
stalled.” (Di Nunzio & Minzoni, 2023, S. 12) 

Wie oben gezeigt, beeinflussen zahlreiche technische Abhängigkeiten die Reproduzier-
barkeit von Code. Es empfiehlt sich daher, von Anfang an dedizierte, isolierte Umgebun-
gen zu nutzen, die nur genau die Software und Abhängigkeiten enthalten, die für das 
Projekt verwendet werden. Diese können nach Abschluss des Projekts entsprechend 
verpackt und als “executables” (ausführbare Dateien) zur Verfügung gestellt werden. 

Dazu bieten sich zwei Methoden an: Container, z. B. mit Anaconda29, Docker30, Kuber-
netes31, Apptainer32 (ehemals Singularity), DetTrace33 oder Virtuelle Maschinen, z. B. mit 
Virtualbox34 oder Vagrant35 bzw. virtuelle Umgebungen (venv36, conda37).  

Mindestens sollten alle Abhängigkeiten mithilfe von Packaging-Tools wie ReproZip38, 
pip39, conda oder Nix40 dokumentiert werden. 

(Belz, 2021, S. 9) merkt allerdings kritisch an, dass Container nur die Wiederholbarkeit 
(“repeatability”) des Experiments erlaubten, keine Reproduzierbarkeit mit Variationen zur 
kritischen Validierung, und Experimente mit menschlichen Evaluationen oder Annotatio-
nen nicht containerisiert werden könnten. 

Projektstruktur 
(Shenouda & Bajwa, 2022) weisen auf die Wichtigkeit einer übersichtlichen und klar ab-
gegrenzten Projektstruktur hin. Best Practices umfassen demnach: 

“[I]t is important to ensure that one’s experiments do not get crammed into a single 
source file that includes preprocessing, algorithmic implementations, analysis and 
visualization. Indeed, by making the codebase modular and organizing the project 
structure carefully, […] it becomes significantly easier for others to download and 
inspect what they want to reproduce from the codebase without too much digging.” 
(Shenouda & Bajwa, 2022, S. 16) 

29  https://www.anaconda.com/download/ 
30  https://www.docker.com 
31  https://kubernetes.io 
32  http://apptainer.org 
33  https://github.com/dettrace/dettrace 
34  https://www.virtualbox.org 
35  https://www.vagrantup.com 
36  https://docs.python.org/3/library/venv.html 
37  https://docs.conda.io/en/latest/ 
38 https://www.reprozip.org 
39  https://pypi.org/project/pip/ 
40  https://nixos.org 
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Literate Programming 

Der Begriff “literate programming” geht auf den US-amerikanischen Mathematiker und 
Informatiker Donald Knuth (Knuth, 1992) zurück und bezeichnet die Methode, Pro-
gramme innerhalb des Source Codes in natürlicher Sprache zu annotieren, um sie ver-
ständlich zu machen. (Shenouda & Bajwa, 2022, S. 17) geben Empfehlungen dazu, wie 
Kommentare nach Coding Standards inhaltlich verfasst werden sollten. Technisch kann 
dies kann durch auskommentierte Zeilen geschehen oder durch die Verwendung von 
Notebooks (Di Nunzio & Minzoni, 2023, S. 11), z. B. Jupyter41 (für Python) oder knitr42 
(für R)43. Bei allen cloudbasierten Lösungen sollte allerdings geprüft werden, ob alle Da-
tenschutzanforderungen erfüllt sind, insbesondere bei der Analyse von sensiblen Daten 
nach DSGVO Art. 9. (Wonsil, 2021, S. 14 f.) empfehlen darüber hinaus folgende Best 
Practices: 

- “Rec. 1 Preserve the Environment. 
- Rec. 2 Enforce Directory Structure. 
- Rec. 3 Write a README. (vgl. auch Shenouda & Bajwa, 2022, S. 17) 
- Rec. 4 Use Relative File Paths. 
- Rec. 5 Use a Consistent Working Directory 
- Rec. 6 Enforce Script Ordering. (vgl. auch Koehler Leman et al., 2021, S. 3) 
- Rec. 7 Identify Dependencies. 
- Rec. 8 Run Computations from Start to Finish. (vgl. auch Koehler Leman et al., 

2021, S. 2) 
- Rec. 9 Collect Provenance.” 

Hilfreiche Tipps zu Software und Projektorganisation, insbesondere für Forschende, die 
keinen Programmier-Hintergrund haben, geben die “Good Enough Practices In Scientific 
Computing” (Wilson et al., 2017, S. 3, Box 1). 

Dokumentation und Metadaten 
Dokumentation als entscheidender Baustein zur Transparenz sollte von vornherein in 
den Forschungsprozess einbezogen werden. Immer häufiger geben die Forschungsför-
derer das auch vor, indem beispielsweise schon bei der Antragstellung zu Forschungs-
projekten ein Datenmanagementplan (DMP) vorgelegt werden muss. So hat die Deut-
sche Forschungsgemeinschaft (DFG) Hinweise zum Umgang mit Forschungsdaten 
(Deutsche Forschungsgemeinschaft e.V., 2023), eine FDM-Checkliste (Deutsche 
Forschungsgemeinschaft e.V., 2021) und einen Muster-Datenmanagementplan (Helbig, 
o. J.) veröffentlicht. 

Eine Leitlinie, wie digitale Artefakte zu dokumentieren sind, bieten die FAIR-Prinzipien 
(GO FAIR Initiative, o. J.). Demnach sollen Daten auffindbar (“findable”), zugänglich 
 
41  https://jupyter.org 
42  https://yihui.org/knitr/ 
43  Weitere Alternativen: Noteable, Google Colab, Kaggle Notebooks, Microsoft Azure Notebooks, CoCalc, Jetbrains Datalore, 

Deepnote, Hex, NextJournal, Paperspace Gradient, Apache Zeplin, Count.co.  
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(“accessible”), interoperabel (“interoperable”) und wiederverwendbar (“reusable”) sein. 
Das setzt voraus, dass sie nach einheitlichen Kriterien (Metadatenmodell) und mit ein-
heitlichen Vokabularien (Ontologien) in maschinenlesbarer Weise beschrieben werden. 
(Waard, 2016) haben die Anforderungen für vollständige Nachnutzbarkeit anschaulich 
grafisch dargestellt (Abbildung 7), (Samuel & König-Ries, 2021, S. 18) verweisen auf die 
Notwendigkeit, sowohl fachübergreifende als auch fachspezifische Metadatenstandards 
zu kennen und zu nutzen. So hat etwa das World Wide Web Consortium (W3C) Modelle 
wie PROV-O, DCAT und DQV für Provenienz, Datensets und Annotationen entwickelt 
(Albertoni et al., 2023, S. 14) und die (Data Mining Group, o. J.) die “Predictive Model 
Markup Language” (PMML) für Data-Mining-Anwendungen. 

 
Abbildung 7: A “pyramid” of requirements for reusable data, indicating that in order to be reused, it needs to be saved, shared, 
and trusted. (Waard, 2016, S. 50 Abb. 1) 

Datensets 

(Albertoni et al., 2023, S. 13, Tab. 3) geben eine Checkliste zur Dokumentation von Da-
tensets vor. (Gebru et al., 2021) haben mit “Datasheets for Datasets” den Weg dazu 
gewiesen, eine Übersicht weiterer Ansätze findet sich bei (Scheuerman et al., 2021); 
(Bender & Friedman, 2018) haben “data statements” speziell für NLP entwickelt. Ziel ist 
dabei, die Erhebung und Annotation umfassend (Coelho et al., 2022, S. 4) und stand-
ardisiert darzulegen: 

“[D]ata sheets and statements […] aim to standardize metadata for dataset author-
ship in order to inform future users about assumptions and potential biases during 
all levels of data collection and annotation—including the research design[.]” (Ulmer 
et al., 2022, S. 3) 
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(Scheuerman et al., 2021) haben die potentiellen Verzerrungen genauer untersucht und 
leiten daraus die Notwendigkeit zur weitergehenden Offenlegung von Werten ab, die der 
Datenerhebung zugrunde lagen:  

“Transparency without a normative orientation, or explicitly outlining one’s values, 
implies the dataset reflects a ‘view from nowhere,’ which runs counter to thought in 
human-computer interaction and feminist studies of technoscience[.]” (Scheuerman 
et al., 2021, S. 7) 

Experiment/Workflow 

(Dacrema, 2020) geben Hinweise, worauf bei der Dokumentation von Experimenten und 
Workflows zu achten ist:  

“[J]ustify the experimental protocol used and strengthen the generalizability claims 
by reporting results on multiple scenarios as well as negative results. […] justifying 
the experimental protocol requires to clarify the scenario the algorithm has been 
developed for […]; in order to strengthen the generalizability claims, the evaluation 
should be done in more varied conditions[.]” (Dacrema, 2020, S. 121 f.) 

Autorenschaft 

Autorenschaft sollte umfassend dokumentiert werden. (Mauerer & Scherzinger, 2021, S. 
2378) regen an, Best Practices aus der industriellen Software-Entwicklung auf das For-
schungsdatenmanagement zu übertragen und “trails of responsibility (who jointly autho-
red changes, who provided reviews, who participated in design decisions etc.)” zu schaf-
fen.  

(Samuel & König-Ries, 2021) verweisen auf die Wichtigkeit von persistenten Identifika-
toren wie ORCID zur eindeutigen Zuordnung der Autorenschaft; (Ulmer et al., 2022) 
merken an, dass das Gleiche für zitierte Quellen und Datensets (vgl. Data Citation 
Synthesis Group, 2014) gelten sollte. Zudem sollten nach Möglichkeit nur veröffentlichte, 
d. h. begutachtete Versionen zitiert werden. 

4.4 Rohdaten / Datenauswahl / Datenerhebung 
“[D]ata is never ‘raw’ [41], but rather is shaped through the practices of collecting, 
curating and sensemaking, and thus is inherently sociopolitical in nature.” 
(Sambasivan et al., 2021, S. 2) 

Datensets sind nicht neutral. Geprüft werden sollten die Repräsentativität und die Eig-
nung für den Studienzweck, z. B. ob eine passende Grundpopulation gewählt wurde 
(Fasciglione et al., 2022, S. 3184).  

Forschende sollten sich der sozialen und politischen Vorannahmen und Implikationen 
bewusst sein. Wie bereits gezeigt, ist z. B. Sprache extrem von der sozialen Gruppe 
abhängig; (Rogers, 2021) formuliert daher für NLP die Anforderungen: 
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“Ideally, the training data would come from the real-world, be of high quality, diverse, 
available in large quantities, obtained with revocable consent for specific use cases, 
and in compliance with licensing and other legal obligations, as well as broader eth-
ical considerations.” (Rogers et al., 2021, S. 4821) 

Dieses Diversitätsproblem ist durch die Sammlung immer größerer Datenmengen aus 
dem Web nicht gelöst, da diese aufgrund ihrer Größe nicht mehr kuratiert werden: 

“[R]ather than collecting and curating datasets with care and intentionality — as is 
more typical in other data-centric disciplines — machine learning practitioners have 
adopted an approach where anything goes[.]” (Paullada et al., 2021, S. 4) 

Die Datenkuratierung beginnt nach (Sambasivan et al., 2021) bei der sorgfältigen Anlei-
tung bei der Datenerhebung: 

“[P]ractitioners created reproducible assets for data through data collection plans, 
data strategy handbooks, design documents, file conventions, and field notes.” 
(Sambasivan et al., 2021, S. 10)  

(Hutchinson et al., 2021) formulieren Leitfragen für eine kritische bzw. verantwortungs-
volle Datenerhebung, mögliche Fehlerquellen und Gegenmaßnahmen und stellen 
Templates zur Dokumentation zur Verfügung (vgl. auch Paullada et al., 2021; Rogers, 
2021; Scheuerman et al., 2021, S. 25 f.). 

(Ulmer et al., 2022) empfehlen unabhängig davon, ob ein vorhandenes oder ein neu 
erhobenes Datenset verwendet wird, eine explorative Datenanalyse mit Blick auf Eig-
nung, Klassifikationsmerkmale und mögliche Verzerrungen. Datensets sollten zudem 
mittels deskriptiver Statistik beschrieben werden (Fasciglione et al., 2022, S. 3181 f.) 
und alle Kuratierungsentscheidungen dokumentiert (Gehrmann et al., 2022, S. 14; Kou, 
2022, S. 36). Dazu stehen Tools wie Know Your Data44, Data Quality for AI45, Data Mea-
surements Tool46 zur Verfügung. (Sambasivan et al., 2021, S. 7) weisen in diesem Zu-
sammenhang auf die Schwierigkeiten hin, wenn mit Live-Daten und Produktiv-Systemen 
gearbeitet werde. Beispiele dafür sind Twitter, aus dem regelmäßig große Korpora ex-
trahiert werden, oder Literaturdatenbanken, die ständig Neuzugänge verzeichnen. 

4.5 Datenbearbeitung (Preprocessing und Annotation) 
“It is often neglected, however, that most time in research involving data science 
and statistics is spent on tidying up, documenting data provenance, improving group 
collaboration and sharing, anonymizing data, and creating analytic datasets as well 
as repository and replication files.” (Horton et al., 2022, S. 207) 

 
44  https://knowyourdata.withgoogle.com 
45  https://www.ibm.com/products/dqaiapi 
46  https://huggingface.co/spaces/huggingface/data-measurements-tool 
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Preprocessing 

In der Regel durchlaufen Datensets viele Bearbeitungsschritte wie Bereinigung (z. B. 
Umgang mit fehlenden Daten, Extremwerten, falschen Datentypen u. v. m.) und Aggre-
gation; bei sensiblen Daten auch Pseudonymisierung oder Anonymisierung. Welche 
Entscheidungen in diesem Zusammenhang getroffen werden, kann Auswirkungen auf 
die Ergebnisse nach der Weiterverarbeitung haben und sollte offengelegt werden. Tools 
wie DataLinter47 unterstützen bei der Bearbeitung (Sambasivan et al., 2021, S. 3). 

Annotation 
Datenannotation durch menschliche Bearbeiter*innen ist, wie gezeigt, ein subjektiver 
und instabiler (Kou, 2022, S. 37 f.) Prozess. Dem kann durch klar definierte und doku-
mentierte Annotationsrichtlinien (Ulmer et al., 2022, S. 3) und Cross-Checks durch Do-
mänenexpert*innen (Sambasivan et al., 2021, S. 3) entgegengewirkt werden. 

4.6 Datenanalyse 
Bei der Reproduzierbarkeit von Analysen mit Machine-Learning-Methoden geht es da-
rum, einerseits stochastische Elemente so gut wie möglich auszuschließen oder zu kon-
trollieren, andererseits methodische Fehler beim Modelltraining zu vermeiden sowie wie-
derum alle Entscheidungen bestmöglich zu dokumentieren. 

Die saubere Trennung von Trainings-, Test- und Validierungsdaten und die ausschließ-
liche Verwendung zum jeweils intendierten Zweck ist entscheidend dafür, dass die Per-
formance eines Modells als valide gelten kann. Für die Reproduzierbarkeit müssen die 
Aufteilungen ebenso dokumentiert werden wie die Hyperparameter (Götz-Hahn et al., 
2022, S. 23).  

Stochastische Faktoren können auf verschiedene Weise bzw. an verschiedenen Stellen 
der Pipeline kontrolliert werden, etwa durch fixed random seeds oder durch die Mittel-
werte aus n Wiederholungen (Di Nunzio & Minzoni, 2023, S. 23), durch multiple kontrol-
lierte random seeds (Liem & Panichella, 2020, S. 10); durch immer gleiche oder kontrol-
liert veränderte Hyperparameter, wobei die Anzahl der Versuche, die endgültigen und 
die Versuchsparameter dokumentiert werden sollten, aber auch der Einfluss auf die Per-
formance (Ulmer et al., 2022, S. 5 f.; Knees et al., 2022, S. 769; Çöltekin, 2020, S. 50). 

(Ahn et al., 2022) verweisen des Weiteren auf die Notwendigkeit, die loss-Funktion rich-
tig zu verwenden und das Modell-Training an dem Punkt abzubrechen, an dem keine 
Verbesserung mehr eintritt, um Overfitting-Effekte zu vermeiden. Ihre Arbeit bietet zu-
dem einen Überblick über Studien zur mathematischen Optimierung von DL-Modellen 
mit Blick auf Reproduzierbarkeit. 

 
47  https://github.com/brain-research/data-linter 
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Mehrfachanalyse 

Da hinter jeder Analyse und Pipeline Entscheidungen der Forschenden stehen, schlagen 
(Bell & Kampman, 2021) Mehrfachanalysen vor, um den Einfluss auf die Ergebnisse zu 
kontrollieren:  

“In effect, this produces a decision tree of result sets, with a unique set at each leaf. 
Depending on our chosen leaf, we may reach different conclusions. A result that 
holds for only select leaves cannot be considered robust.” (Bell & Kampman, 2021, 
S. 2) 

Dokumentation 
(Mitchell et al., 2019) haben “model cards” (Muster ebd., S. 3) für die Dokumentation von 
Machine-Learning-Modellen entwickelt, die nicht nur das Modell dokumentieren, son-
dern auch seiner Übertragung auf Anwendungsbereiche, für die es nicht trainiert ist, vor-
beugen sollen: 

“Model cards are short documents accompanying trained machine learning models 
that provide benchmarked evaluation in a variety of conditions, such as across dif-
ferent cultural, demographic, or phenotypic groups (e.g., race, geographic location, 
sex, Fitzpatrick skin type [15]) and intersectional groups (e.g., age and race, or sex 
and Fitzpatrick skin type) that are relevant to the intended application domains. 
Model cards also disclose the context in which models are intended to be used, 
details of the performance evaluation procedures, and other relevant information.” 
(Mitchell et al., 2019, S. 1) 

(Kapoor & Narayanan, 2022, S. 7) haben diese weiterentwickelt; ein Template ihrer “mo-
del info sheets” findet sich auf ihrer Projektseite48; (Gehrmann et al., 2022, S. 21, Tab. 
1) haben eine Checkliste für Natural-Language-Generation (NLG)-Modelle entwickelt. 
(Ulmer et al., 2022) und (Dodge et al., 2019) weisen darauf hin, dass auch die Rechen-
zeiten (und damit der Energiebedarf) dokumentiert werden sollten.  

4.7 Dateninterpretation 

Wahl der Evaluierungsmetriken 
Die unzulängliche Verwendung von statistischen Signifikanztests und des p-Werts ste-
hen wie oben beschrieben am meisten in der Kritik. Drei Ansätze zum Umgang damit 
werden in der Diskussion verfolgt:  

“[F]ollowing Amrhein et al. (2019b), we should dispense with statistical significance 
altogether, or following Benjamin et al. (2018) impose a stricter level for α, or along 
with Lakens et al. (2018), recommend custom-made α’s established on a case-by-
case basis utilizing cost-benefit analysis[.]” (Hudson, 2021, p. 394) 

 
48  https://reproducible.cs.princeton.edu/model-info-sheet-template.docx 
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(Bell & Kampman, 2021, S. 2) halten Signifikanztests ebenso wie (Kapoor & Narayanan, 
2022, S. 8 f.) und (Ulmer et al., 2022, S. 4 f.) wiederum für wichtig, sofern richtig ange-
wandt (vgl. Di Nunzio & Minzoni, 2023; Hubbard & Carriquiry, 2019; Wasserstein & 
Lazar, 2016), empfehlen jedoch zusätzliche Maßnahmen: Die Metriken müssen über alle 
Experimente hinweg konsistent sein, damit die Ergebnisse vergleichbar sind, die Evalu-
ationsskripts müssen vollständig, inklusive aller Parameter, veröffentlicht werden, 
ebenso wie die Modellvorhersagen zum Abgleich, und die Ergebnisse müssen zutref-
fend beschrieben werden.  

(Cockburn et al., 2020, S. 78) fordert, auch Effektstärken zu nennen, (Nuzzo, 2014) er-
läutert:  

“These convey what a P value does not: the magnitude and relative importance of 
an effect.” (Nuzzo, 2014, S. 152) 

(Wasserstein & Lazar, 2016) schlagen zudem weitere statistische Methoden vor: 

“These include methods that emphasize estimation over testing, such as confi-
dence, credibility, or prediction intervals; Bayesian methods; alternative measures 
of evidence, such as likelihood ratios or Bayes Factors; and other approaches such 
as decision-theoretic modeling and false discovery rates.” (Wasserstein & Lazar, 
2016, S. 132) 

(Nuzzo, 2014, S. 152) fordert dies ebenfalls und regt zudem Mehrfachtestung an sowie 
nach Simonsohn die Auszeichnung von Studien als “p-certified”.  

Für NLP/NLG haben (Chen et al., 2022) BERT-basierte Metriken untersucht und emp-
fehlen für eine bessere Vergleichbarkeit: 

“For a fairer comparison between metrics, we recommend to (1) additionally report 
the results on the datasets that the competitors used, (2) check whether the used 
versions of the competitor metrics can obtain comparable results as in the original 
papers, and (3) minimize the role of preprocessing (ideally employing uniform pre-
processing across metrics).” (Chen et al., 2022, S. 9) 

(Leiter et al., 2022) sowie (Gehrmann et al., 2022) fordern grundlegend bessere und 
verständlichere NLG-Metriken. Sie bemängeln, dass zwar das beste Modell ausgewählt 
werden könne, aber nicht beurteilt, wie gut es wirklich sei, dass so gut wie alle Metriken 
auf englischsprachigen Korpora entwickelt wurden und daher nur für diese wirklich ge-
eignet seien, und die Benchmarks auf veralteten und zu wenigen Datensets entwickelt 
wurden, aber unverändert in Gebrauch seien. Bei der Evaluierung sei demnach mensch-
liche Beurteilung unverzichtbar (Gehrmann et al., 2022, S. 9). 

Rückbezug auf Studiendesign, Forschungsfrage, Datenset 
(Ulmer et al., 2022, S. 4) weisen darauf hin, dass bei der Interpretation der Ergebnisse 
unbedingt die Limitierungen der initialen Datensets und des Studiendesigns zu beachten 
sind, z. B. mit Blick auf Repräsentativität, sowie immer der Rückbezug auf die Hypothese 
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oder Forschungsfrage gegeben sein sollte. Auch (Kapoor & Narayanan, 2022) warnen 
vor der Verallgemeinerung von Ergebnissen:  

“In ML-based science, where the aim is to create generalizable knowledge, we 
should take results that claim to generalize to a different population from the one 
models were evaluated on with caution.” (Kapoor & Narayanan, 2022, S. 6) 

(Fasciglione et al., 2022, S. 3179) schlagen vor, auf neuen Datensets entwickelte Mo-
delle immer gegen Benchmark-Datensets zu prüfen, weisen aber auch auf die Proble-
matik hin, dass diese für einen anderen Studienzweck entwickelt wurden. 

Abschließende Prüfung 
Aufgrund des Einflusses der Hardware- und Software-Abhängigkeiten, sollten Ergeb-
nisse möglichst in verschiedenen technischen Umgebungen geprüft werden: 

“Running the same DL experiment in different hardware and software environments 
can produce results that are varied enough that a researcher may come to a differ-
ent conclusion than they would have if they had only ran [sic] the experiment in one 
environment. Hence, claims about the relative performance of DL algorithms such 
as ‘DL model A is better than DL model B on task A’ cannot be fully trusted if the 
experiments have not been executed on several hardware and software environ-
ments.” (Coakley et al., 2022, S. 2) 

(Ulmer et al., 2022, S. 7) weisen zu guter Letzt darauf hin, dass die Ergebnisse immer 
auch aus ethischer und ökologischer Sicht zu evaluieren sind. 

4.8 Begutachtung 
Die Begutachtungsprozesse hängen in der Regel vom Publikationsträger ab. Besteht 
jedoch Wahlfreiheit, sollten Forschende sich für solche entscheiden, die Reproduzier-
barkeit fördern. Dafür sind verschiedene Verfahren möglich. 

Preprints, Open Peer-Review 
In einigen Disziplinen, u. a. in der Informatik, ist es üblich, Preprints auf Servern wie 
arXiv.org, openreview.net oder paperswithcode.org zu veröffentlichen, die Interaktion mit 
den Autor*innen erlauben. Dies ermöglicht eine Begutachtung und Verbesserung im lau-
fenden Forschungsprozess und stärkt intradisziplinäre Zusammenarbeit und kollabora-
tive Forschungsansätze. 

Es handelt sich in der Regel um eine offene (anonyme oder namentlich gekennzeich-
nete) Begutachtung. Diese wird auch bei Reproduktionstracks und Challenges genutzt 
(Pineau et al., 2021, S. 9, für NeurIPS). 

Split-Review 
Hierbei werden Forschungsfrage und Methodik separat von den Ergebnissen, ggf. auch 
verschiedenen Gutachter*innen, begutachtet und auf Einhaltung wissenschaftlicher 
Standards und Reproduzierbarkeit geprüft. 
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Registered Reports 

Registered Reports wurden entwickelt, um dem “publication bias” zu begegnen. Dabei 
werden Hypothese und Methode vor Studienbeginn beim Publikationsträger eingereicht 
und begutachtet. Wird das Projekt angenommen, werden die Ergebnisse ebenfalls be-
gutachtet, aber in jedem Fall veröffentlicht, unabhängig davon, ob sie positiv oder nega-
tiv ausfallen (Berrar, 2022, S. 1133 f.; Cockburn et al., 2020, S. 77) 

Blind/Double-Blind Review 
Um Interessenkonflikte und Gatekeeping49 im stark kompetitiven Wissenschaftsbetrieb 
zu vermeiden, bietet sich die Blind- oder Doppelblind-Begutachtung an, bei der Begut-
achtete und Gutachter*innen nicht wissen, wessen Arbeit sie begutachten bzw. wer be-
gutachtet. Dies ist z. B. bei der NeurIPS Standard (Pineau et al., 2021, S. 6). In sehr 
kleinen Forschungsfeldern oder Teildisziplinen sind dem durch die geringe Anzahl an 
Forschenden und die üblicherweise enge Vernetzung Grenzen gesetzt. 

4.9 Veröffentlichung 
Viele Journals und Konferenzen, die in den Informationsdisziplinen maßgebende Veröf-
fentlichungsorte sind, haben bereits Leitlinien und Checklisten zur Reproduzierbarkeit 
verabschiedet, z. B. NeurIPS, EMNLP, AAAI (Di Nunzio & Minzoni, 2023). 

Vor der Veröffentlichung 
Sofern nicht schon während des Forschungsprozesses darauf geachtet wurde, ist spä-
testens bei der Veröffentlichung der Zeitpunkt gekommen, diese Checklisten abzuarbei-
ten. Hier noch einmal in Kürze die wichtigsten Kriterien: 

Daten 

Sofern dem keine datenschutz- oder sonstige rechtliche Bedenken entgegenstehen, 
sollten alle Versionen der Daten veröffentlicht werden, von den Rohdaten über die ver-
arbeiteten (Preprocessing, Annotation) bis zu den Zwischen- und Endergebnissen. Da-
bei sollten alle Schritte und Entscheidungen sowie die Annotationsrichtlinien dokumen-
tiert sein (per data sheet o. ä.); die Daten sollten außerdem mit Metadaten, deskriptiver 
Statistik, Versionierung und persistenten Identifikatoren (PIDs) versehen werden. 

Code 

Code sollte auf Abweichungen zum Paper geprüft und nach Bereinigung als “executa-
ble”, d. h. mit einem Befehl ausführbare Datei inklusive aller Abhängigkeiten, entspre-
chender Dokumentation und benötigter Tools veröffentlicht werden (Mauerer et al., 
2023, S. 2). Auch diese Datei ist mit Metadaten und einem persistenten Identifikator zu 

 
49  “Gatekeeping” bezeichnet den Einfluss einer Person in Machtposition auf den Erfolg einer anderen Person oder die Verbrei-

tung einer Information. (Siler et al., 2015) schreiben über Gatekeeping im Publikationsprozess: “Peer review is an institution 
of enormous importance for the careers of scientists and the content of published science. The decisions of gatekeepers—
editors and peer reviewers—legitimize scientific findings, distribute professional rewards, and influence future research.” 
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versehen. (Hocquet & Wieber, 2021) definieren vier epistemische Kriterien zur Reprodu-
zierbarkeit von Software: 

“‘transparency’ as the ability to check how a tool functions and what it does […] 
‘consistency’ as the ability to be certain about which tool is actually used in which 
computing environment […] ‘sustainability’ as the guarantee that the tool works the 
same way over time, or with different hardware configurations, or with different com-
pilers […] ‘inclusivity’ as the ability for anyone to use, benchmark or develop the 
tool.” (Hocquet und Wieber, 2021, p. 8) 

Paper 

Das Paper sollte eine umfassende Beschreibung der Methodik (inkl. “model card” o. ä.), 
Verweise auf die PIDs von Code und Daten, Beschreibungen zu den Limitierungen (z. B. 
“positionality statement”) enthalten. Die Beschreibung im Paper sollte mit den veröffent-
lichten Daten und dem Code übereinstimmen; alle Quellen, einschließlich Daten und 
Software, sollten korrekt zitiert sein, d. h. möglichst auf begutachtete Versionen verwei-
sen und PIDs angeben. 

PIDs 

Für Paper, Data, Code wird DOI50 empfohlen, alternativ: Handle51, URN52, ARK53, 
PURL54. Autor*innen sollten eine ORCID55 angeben bzw. beantragen. (Sanyal et al., 
2021, S. 228) beschreiben, warum eindeutige Identifier auch für Personen notwendig 
sind und welche Probleme ORCID noch nicht löst. Institutionen werden mit ROR56 an-
gegeben. 

Lizenzierung 

Für die Wiederverwendung in Reproduktions- oder anderen Studien ist eine eindeutige 
Lizenzierung unabdingbar. Lizenzen sollten für Code, Daten und Text separat vergeben 
werden (Konkol et al., 2020, S. 6). Hilfe bei der Auswahl der richtigen Lizenz bieten RA-
DAR (FIZ Karlsruhe, 2023) und Choose a License (Choose a License, o. J.). 

Repositorien 

Bietet der Publikationsträger keine Infrastruktur zur Veröffentlichung von Code und Da-
ten im direkten Zusammenhang mit dem Paper, ist mit Blick auf die dauerhafte Verfüg-
barkeit ein Fachrepositorium oder ein allgemeines Repositorium wie Zenodo zu wählen 
(siehe Kapitel 4.10).  

 
50  https://www.doi.org/the-identifier/what-is-a-doi/ 
51  http://www.handle.net 
52  https://www.dnb.de/DE/Professionell/Services/URN-Service/urn-service_node.html 
53  https://arks.org/about/ 
54  https://purl.archive.org 
55  https://orcid.org 
56  https://ror.org 
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Publikationsträger 

Sofern der Publikationsort nicht durch die Forschungsförderung oder fachliche Zwänge 
vorgegeben ist, sollten „Open Access (OA)“-Publikationen bevorzugt werden. Einen 
Überblick über OA-Journals bietet das Directory of Open Access Journals57. Für das 
Feld “computer science” sind zurzeit über 400 Zeitschriften gelistet. Das Open Access 
Network58 vermittelt alles Wissenswerte zum OA-Publizieren und bietet Fortbildung an. 

4.10 Archivierung 
“[R]eproducibility initiatives rely on established repositories for artifact preservation, 
stewardship, and long-term access.” (Willis & Stodden, 2020, S. 14) 

Sollen wissenschaftliche Ergebnisse – auch mit Blick auf die Reproduzierbarkeit und 
Überprüfbarkeit, vielleicht auch mit neuen Methoden – langfristig gesichert werden, be-
nötigt es Repositorien in öffentlicher Hand, die auf Langzeitarchivierung ausgerichtet 
sind, Auffindbarkeit, PIDs und angepasste Zugangsregelungen bieten (Ulmer et al., 
2022, S. 5; Hutchinson et al., 2021, S. 567). Orientierung bieten Qualitätssiegel wie Core 
Trust Seal59, nestor (nestor, o. J.).  

Archivrepositorien sind allerdings häufig nicht auf Ausführbarkeit ausgerichtet (Willis & 
Stodden, 2020, S. 23), Plattformen, die ausführbaren Code hosten, wie Papers with 
Code60, mloss61 und RunMyCode62 wiederum nicht auf Langzeitarchivierung. (Feger et 
al., 2022) weisen darauf hin, dass auch Metadaten und Dokumentation nachhaltig gesi-
chert werden müssen; (Frey et al., 2022) ergänzen, diese gelte auch für alle Referenz-
werke wie Ontologien u. ä. 

Eine Übersicht über Fachrepositorien bieten re3data63 und FAIRsharing64; als interdis-
ziplinäre Repositorien bieten sich unter vielen anderen EUDAT65, OpenAIRE66 (EU), 
OSF67, DataONE68  (USA) sowie Zenodo69 oder figshare70 an. 

(Hutchinson et al., 2021) weist darauf hin, dass die vollkommen freie Verfügbarkeit von 
Daten problematische Folgen haben kann und plädiert für geregelte Zugänge: 

 
57  https://doaj.org 
58  https://open-access.network/startseite 
59  https://www.coretrustseal.org 
60  https://paperswithcode.com 
61  https://www.mloss.org/software/ 
62  http://www.runmycode.org/home 
63  https://www.re3data.org 
64  https://fairsharing.org 
65  https://eudat.eu 
66  https://www.openaire.eu/about 
67  https://osf.io 
68  https://www.dataone.org 
69  https://zenodo.org 
70  https://figshare.com 
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“[E]ventually there may come a time when a dataset should no longer be maintained 
but instead deleted. The easy replicability of binary data means that deleting all 
copies of a dataset becomes impossible once it has been shared. So in the absence 
of complex cryptographic solutions, dataset sharing should be tightly controlled 
whenever contestability is required.” (Hutchinson et al., 2021, S. 567) 



 54 

5 Institutionelle und normative Maßnahmen 

5.1 Kulturwandel 
“Many commentators argue that reproducibility is a social problem that will require 
changes to the culture of science [70], and yet methodologies designed for studying 
cultural variation and change—participant observation, ethnography, cross-cultural 
comparisons, and qualitative data analysis—are only rarely employed in metasci-
entific or reproducibility-oriented research. Achieving lasting change in scientific cul-
tures will first require a more systematic understanding of variation in how scientists 
interpret reproducibility problems in order to create “culturally competent” interven-
tions.” (Nelson et al., 2021, S. 16) 

Viele Autor*innen stellen fest, dass nur ein Kulturwandel in der Wissenschaft insgesamt 
langfristig für mehr reproduzierbare Forschung sorgen könne. (Nosek, 2019) hat eine 
grundsätzliche Strategie für die Implementierung skizziert, die davon ausgeht, dass erst 
Voraussetzungen geschaffen werden müssen, bevor sich Akzeptanz entwickelt (Abbil-
dung 8). 

 
Abbildung 8: Strategien für einen Kulturwandel. (Nosek, 2019) 

(Munafò et al., 2022, S. 1) betonen, dass dazu eine positive Erzählung notwendig sei, 
die Lösungsmöglichkeiten ins Zentrum des Narrativs stelle, anstatt der Krise. (Ross-
Hellauer, 2023, S. 1) folgert:  

“Frame reproducibility as a reformation, not a crisis.” 

Für diese Reform definiert er fünf Prioritäten, aus denen sich entsprechende Handlungs-
felder ergeben (Abbildung 9). 

(Gunes et al., 2022, S. 287) ergänzen, dass es einer anderen Fehlerkultur bedürfe, einer 
Akzeptanz des Scheiterns, und eines Wandels dessen, wie wissenschaftliche Arbeit be-
wertet werde. Nach (Feger & Woźniak, 2022) müssen die Praxen und der Alltag der 
Forschenden im Mittelpunkt stehen, von der Definition der Terminologie bis zum Entwurf 
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der passenden Infrastrukturen, um erfolgreich vom Stadium der “bad practices” zu einem 
nachhaltigen Engagement zu kommen. Anreize könnten dabei helfen. (Stewart et al., 
2022) und (Munafò et al., 2022) sehen mit Blick auf Effizienz, Standardisierung und 
Durchsetzung eine Mischung aus Bottom-Up-Initiativen und Top-Down-Implementierung 
als am erfolgversprechendsten an, die in “reproducibility networks” koordiniert werden 
sollte.71 

 
Abbildung 9: Brief summary of five proposed strategic priorities to boost reproducibility research in ways which unite efforts, rec-
ognize epistemic differences, build an effective evidence base, harness network effects, and minimize unintended conse-
quences. CC BY Tony Ross-Hellauer. DOI:  https://doi.org/10.1371/journal.pbio.3001943.g001, abgerufen am 15.04.2023. 

(Riedel et al., 2022) konnten nachweisen, dass die koordinierte Einführung von Maßnah-
men die Reproduzierbarkeit der betroffenen Forschung steigert: 

“Due to a significant increase in reproducible publications with a similar rate of pub-
lications sharing data over time, we attribute this progress to several community 
developments, such as journal policies, but also to the C[ollaborative] R[esearch] 
C[enter]’s support structures in research data management established during this 
period. Therefore, we conclude that implementing advanced data management in 
research increase the reproducibility of scientific results.” (Riedel et al., 2022, S. 
1349) 

5.2 Anreizsysteme 
Für einen Kulturwandel können sowohl eigennützige Motive angesprochen wie auch 
mess- oder sichtbare äußere Anreize geschaffen werden. Dafür seien nach (Feinberg et 
al., 2020) die Bedürfnisse der Forschenden zentral:  

 
71  Das deutsche Netzwerk findet sich unter https://reproducibilitynetwork.de. 
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“[I]f we frame the problem of designing tools and practices for reproducibility around 
the notion of a reproducibility crisis we may be misunderstanding the motivations 
and sensibilities of many researchers on the ground.” (Feinberg et al., 2020, S. 18) 

Eigennützige Motive 
Top-Down-Maßnahmen werden (Feinberg et al., 2020) zufolge von Forscher*innen häu-
fig negativ wahrgenommen:  

“[I]ncentives tend to be punitive, rather than generative: not following these practices 
may lead to rejection by journals, or, more catastrophically, not following these prac-
tices might lead to public shaming, should one’s study not be successfully repli-
cated.” (Feinberg et al., 2020, S. 17) 

Dagegen seien konkrete, unmittelbar erlebte Vorteile ermutigend. Dazu gehörten insbe-
sondere verbesserte Zusammenarbeit und lokaler Wissenstransfer, z. B. bei Wechseln 
im Team.72 Die globale Verbesserung der Reproduzierbarkeit ergebe sich daraus dann 
implizit. Ähnlich argumentieren (Rethlefsen et al., 2022):  

“Although reproducible research is often framed as an external benefit (i.e., the re-
search is more reliable and useful to others), the practices that promote research 
reproducibility can also facilitate working on a research project alone or in collabo-
ration.” (Rethlefsen et al., 2022, S. 224; vgl. auch Xiong & Cribben, 2023, S. 115) 

Zu den wichtigsten eigennützigen Treibern gehört (Ivie et al., 2019) zufolge der Wunsch, 
die eigene Arbeit zu verifizieren. Damit verbunden seien die Wünsche, produktiver zu 
arbeiten, anschlussfähig zu sein, nicht von der technischen Entwicklung überholt zu wer-
den und die Community für die Pflege und Weiterentwicklung von Code zu gewinnen. 

Zu den direkt erlebten Vorteilen gehören auch scheinbar übergeordnete Ziele wie „effi-
zientere Forschung“, die sich aber im Alltag unmittelbar manifestieren, z. B. durch 
schnelleren und einfacheren Zugriff auf Forschungsergebnisse, die Möglichkeit von Teil-
reproduktionen oder Variantentestungen (“small-scale interaction“, Feger & Woźniak, 
2022, S. 7) oder abnehmende Nachfragen von anderen Forschenden.  

(Markowetz, 2015) appelliert direkt an den Eigennutz der Forschenden und nennt fünf 
Gründe, warum ihnen Reproduzierbarkeit helfe: 

“[R]eproducibility makes it easier to write papers […]; reproducibility helps reviewers 
see it your way […]; reproducibility enables continuity of your work […]; reproduci-
bility helps to build your reputation.” 

(Mauerer et al., 2023, S. 1) verweisen auf einen persönlichen Vorteil, der über die Wis-
senschaft hinaus reicht:  

 
72  (Feinberg et al., 2020) weisen darauf hin, dass dem unterschiedliche Konzepte von Reproduzierbarkeit zugrunde liegen: 

“The emphasis on automation in the global dimension implies an understanding of reproducibility as an exact replication, 
where the same data and tools are employed to verify a result. But the emphasis on code reuse in the local dimension im-
plies an understanding of reproducibility as a conceptual replication, where the same tools are employed to pursue a new 
project that extends the original results.” (S. 18) 
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“Apart from acquiring the coveted badges assigned to reproducible research, repro-
ducibility engineering is a lifetime skill for a professional industrial career in computer 
science.” (vgl. auch Vilhuber et al., 2022, S. 9) 

(Sholler et al., 2019) zeigen auf, wie bei der Einführung von Best Practices solche Moti-
vationen aktiviert und Widerstände im Team überwunden werden können. 

Äußere Anreize 

Äußere Anreize können innere Motivationen wie Ehrgeiz oder Eigennutz aktivieren, in-
dem sie sicht- und messbare Vorteile versprechen. Dazu gehören Karrierevorteile, Aus-
zeichnungen für die Person oder die Arbeit, aber auch Teamerfolg. (Feger et al., 2019) 
stellten in einer Untersuchung zur Wirksamkeit von Gamification73-Ansätzen persönlich 
erworbene Punkte und Abzeichen sachlich-kollektiven Statusanzeigen gegenüber und 
fanden heraus, dass kollektive Belohnungen einhellig positiv, die persönliche Hervorhe-
bung jedoch kontrovers bewertet wurde74.  

Auszeichnungen 

Dennoch können Badges oder Abzeichen Vorteile haben:  

“1) They allow promoting valuable and accepted best practices; 2) Badges create 
incentives, but do not punish; 3) Badges increase visibility; 4) They acknowledge 
papers, not individuals; and 5) They provide accessible goals.” (Feger et al., 2021, 
S. 578) 

Darauf und auf den Bedürfnissen der Forschenden aufbauend, die sie ermittelt haben, 
entwerfen sie ein System von “Tailored Science Badges”, das jedoch nicht zentral auf 
Reproduzierbarkeit, sondern allgemein auf Best Practices abzielt. 

Badges für Publikationen und dazugehörige digitale Artefakte sind inzwischen bereits 
vielfach eingeführt, z. B. Open Science Badges (Center for Open Science, o. J.), ACM 
Badges (Association for Computing Machinery, 2020), Reproducibility Label in Pattern 
Recognition (RLPR, o. J.); Artifacts Evaluated (Evaluate Collaboratory, o. J.), Graphics 
Replicability Stamp Initiative (Panozzo, o. J.). Die Five Star Open Data Initiative  für Da-
tenqualität in Anlehnung an ein Konzept von Tim Berners-Lee (Hausenblas, o. J.) hat 
bisher keine größere Verbreitung gefunden. 

Publikationsmöglichkeiten, Wettbewerbe 

(Yildiz et al., 2021) weisen darauf hin, dass bislang meist nur mit spektakulären Fällen 
von Nicht-Reproduzierbarkeit Aufmerksamkeit erzielt werden konnte. Verbesserte Pub-
likationsmöglichkeiten für Reproduktionsstudien sind ein wichtiger Anreiz, diese durch-
zuführen, unabhängig von ihrem Ausgang.  

 
73  Gamification bezeichnet den Einsatz von Spielelementen und -strategien in nicht-spielerischen Umfeldern. 
74  Innerhalb einer Großforschungseinrichtung mit weltweit verteilt arbeitenden Forschenden 
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Viele Konferenzen in den Informationsdisziplinen haben spezielle Reproducibility Tracks 
(vgl. ECIR2023, 2023), Reproducibility Challenges (Papers with Code, 2022) und 
SharedTasks, z. B. ReproGen 2022 (Belz et al., 2022), eingeführt, widmen dem Thema 
eigene Konferenzblöcke und Calls for Papers, z. B. ACM/IEEE on HRI 2020, oder ver-
geben zusätzliche Präsentationszeiten oder Journalseiten als Belohnung (Bonneel et al., 
2020). Die Ziele können unterschiedlich sein, z. B. Replikation in einem anderen kultu-
rellen Kontext zur Erweiterung der Erkenntnisse und Datenbasis oder ganz klassische 
Verifikation: 

“The main goal of this challenge is to provide independent verification of the empir-
ical claims in accepted NeurIPS papers, and to leave a public trace of the findings 
from this secondary analysis.” (Pineau et al., 2021, S. 9) 

Höhere Sichtbarkeit 

Sichtbarkeit und Reputation sind wichtige Voraussetzungen für wissenschaftlichen Im-
pact – und Reproduzierbarkeit kann dazu beitragen. (Pineau et al., 2021, S. 12) zeigten, 
dass Paper, die die ML Reproducibility Checklist der NeurIPS befolgten, besser begut-
achtet wurden. Google Scholar zeigt im Autor*innenprofil an, wie viele Publikationen als 
Open Access verfügbar sind (Samota & Davey, 2021, S. 14)75. (Xiong & Cribben, 2023), 
(Bhattarai et al., 2022),  (Bonneel et al., 2020) sowie (Freire et al., 2016) stellten verbes-
serten Impact und höhere Zitationsraten für reproduzierbare Studien fest; (Serra-García 
& Gneezy, 2021) kamen zu gegenteiligen Ergebnissen, allerdings für Veröffentlichungen 
in der Psychologie, den Wirtschaftswissenschaften und allgemeinwissenschaftlichen 
Journals. Die Abweichungen zwischen den Disziplinen könnten durch unterschiedlichen 
Forschungsmethoden begründet sein, dies müsste Gegenstand weiterer Untersuchun-
gen sein. 

Karriereanreize 

Publikationen und bibliometrische Indikatoren gelten als „harte Währung“, um im akade-
mischen System Erfolg zu haben. (Stewart et al., 2022, S. 3) schlagen vor, diese um 
einen “transparency track record” zu erweitern. (Riedel et al., 2022) fordern: 

“We recommend establishing structures that value data quality alongside publica-
tions and citations when assessing research quality. […] [R]ecognize and reward 
research data as scientific achievements, including academic hiring processes.” 
(Riedel et al., 2022, S. 1350) 

(Yildiz et al., 2021, S. 5) empfehlen Reproduktionsstudien als niedrigschwellige Möglich-
keit für Nachwuchswissenschaftler*innen, sich ein akademisches Portfolio aufzubauen.  

 
75  So weist z. B. das Autorinnenprofil von Joelle Pineau 2 nicht verfügbare und 73 Open-Access-Publikationen aus. Verfügbar 

unter https://scholar.google.de/citations?view_op=list_mandates&hl=de&user=CEt6_mMAAAAJ&tzom=-120, abgerufen am 
20.05.2023, Suchabfrage „Pineau“ 
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Materielle Anreize 

(Koehler Leman et al., 2021) fordern, dass verpflichtenden Leitlinien für Reproduzierbar-
keit materielle Entlohnung gegenüberstehen müsse, um die zusätzlichen Belastungen 
abzudecken. Dies gelte sowohl für den erweiterten Begutachtungsprozess als auch für 
die Langzeitpflege von Code und Daten. Für die Begutachtung könnten Ko-Autor*innen-
schaft, kleine Stipendien oder Honorare angeboten werden; für die Langzeitbetreuung 
von Projekten müsse ausreichend Personal und Infrastruktur bereitgestellt werden. 

5.3 Politischer Rahmen 
Der Politik kommen zwei Aufgaben bei der Förderung von reproduzierbarer Forschung 
zu – Gelder bereitzustellen (siehe Kapitel 5.4) und Rahmenbedingungen bzw. gesetzli-
che Vorgaben (Albertoni et al., 2023) zu formulieren: 

“Government can set incentives for individuals, institutions, funders, and publishers 
to increase engagement with OaTR [Open and Transparent Research] practice 
through its Higher Education policies, its funding arms, and its own institutions that 
conduct research and have in-house ethics and governance processes.” (Stewart 
et al., 2022, S. 2) 

Auf europäischer Ebene ist dies nach (Athena RC et al., 2022, S. 11) bereits weit fort-
geschritten, indem zunächst Verpflichtungen zu “Open Access” und “FAIR data” in die 
EU-Forschungsstrategie aufgenommen wurden, die inzwischen zu “Open Science”- und 
Reproduzierbarkeitsanforderungen weiterentwickelt wurden (vgl. European 
Commission, 2023; European Research Council (ERC), 2017). 

Auch in den Mitgliedsstaaten werden entsprechende Gesetze, Strategien und Aktions-
pläne verabschiedet. So ist in Deutschland im Rahmen der „Zukunftsstrategie Forschung 
und Innovation“ ein Forschungsdatengesetz geplant (Bundesministerium für Bildung und 
Forschung (BMBF), 2022, S. 66) und es wurde ein „Aktionsplan Forschungsdaten“ (Bun-
desministerium für Bildung und Forschung - BMBF, 2021) entwickelt. Gleichzeitig wird 
die Nationale Forschungsdateninfrastruktur als „[z]entraler Ausgangspunkt für die Spei-
cherung und Nutzung von Forschungsdaten“ aufgebaut (Bundesministerium für Bildung 
und Forschung (BMBF), 2022, S. 67). 

Auch die ethische und datenschutzrechtliche Regulierung von Forschung obliegt der Po-
litik. Mit der Datenschutzgrundverordnung (DSGVO) wurde ein Meilenstein für die indi-
viduelle Datenhoheit gesetzt, der auch für die Forschung relevant ist: 

“This makes GDPR applicable to most largescale NLP resources based on web-
crawled and social media data, since they are likely to contain at least some sam-
ples of data of EU/UK subjects.” (Rogers et al., 2021, S. 4823) 

Mit den „Ethikleitlinien für eine vertrauenswürdige KI“ (Unabhängige hochrangige Exper-
tengruppe für Künstliche Intelligenz, 2019) hat die Europäische Kommission einen Rah-
men für die ethische Regulierung eines zentralen Forschungsgebietes der Informations-
disziplinen vorgelegt, weitere rechtliche Regulierungen sind in Planung (Montag, 2023). 
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5.4 Leitlinien 
Wie die Politik geben sich auch andere Akteur*innen im Forschungsprozess zunehmend 
Leitlinien, sei es in Form von Checklisten, Abgaberichtlinien oder Grundsätzen für gute 
wissenschaftliche Praxis. (Rogers et al., 2021) betonen die (notwendige) Vielfalt der 
Leitlinien: 

“[D]ifferent research communities have come up with different norms and combina-
tions of these [data collection] principles, depending on their agenda, the power dif-
ferential of data controllers and data subjects, and simply the goodwill of research-
ers.” (Rogers et al., 2021, S. 4825) 

(Albertoni et al., 2023) betonen mit Blick auf ML/DL, dass die Leitlinien umso ausführli-
cher und technisch detailliierter sein müssten, je komplexer das Forschungsfeld sei. 

(Plant & Hanisch, 2020, S. 4) geben eine Übersicht zu kritischen Positionen, die jedoch 
angesichts der Vielzahl eingeführter Policies nicht mehrheitsfähig zu sein scheinen. 

Im Folgenden sollen einige Checklisten, Guidelines und Policies vorgestellt werden so-
wie Desiderata für Anpassungen, Ergänzungen oder Weiterentwicklungen. 

Forschungsdatenmanagement und Studiendokumentation 
Grundlegendes zu Forschungsdatenmanagement und den FAIR-Prinzipien bieten for-
schungsdaten.info und fairsharing.org. 

(Albertoni et al., 2023, Kap. 3.2) haben in tabellarischen Übersichten Empfehlungen und 
Verweise für AI/ML (in den drei Kategorien Experiment, Methode und Daten) zusam-
mengestellt und eigene Empfehlungen mit Fokus auf DL/DRL erarbeitet (ebd., Kap. 4.4) 

Umfangreiche Checklisten finden sich bei (Ulmer et al., 2022) für NLP, (Lindauer & Hut-
ter, o. J.) für Neural Architecture Search (NAS), (Pineau et al., 2021) bzw. (NeurIPS, 
2021) und darauf aufbauend (ICML, 2023) für ML, (Gundersen & Gil, 2020) für AI, (Taylor 
et al., 2017) stellen STRESS für Modeling & Simulation (M & S) vor; eine einfache Check-
liste für den Einstieg bieten (Hettne et al., 2020, S. 9, Box 2). (Wilson et al., 2017, S. 3, 
Box 1) listet “Good Enough Practices for Scientific Programming”. (Mauerer & Scherzin-
ger, 2021, S. 4828) verweisen auf Industriestandards bei der Entwicklung und Doku-
mentation von Code, (Wonsil, 2021, S. 11) dagegen auf elementare Unterschiede wie 
offenes Programmieren vs. Programmieren nach Spezifikation.  

(Rogers et al., 2021, S. 4827, Abb. 2) legen eine Checkliste für die verantwortungsvolle 
Verwendung von Datensets vor, (Gebru et al., 2021) sowie (Bender & Friedman, 2018) 
Data Sheets bzw. Data Statements zur Dokumentation von Datensets, (Scheuerman et 
al., 2021) geben Hinweise auf “positionality statements” zur Datenerhebung. (Mitchell et 
al., 2019) präsentieren Model Cards für die Dokumentation von ML-Modellen, von (Ka-
poor & Narayanan, 2022) weiterentwickelt zu “model info sheets” mit Blick auf die Prä-
vention von “data leakage”. 
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Verhaltenskodizes 

Institutionen wie Hochschulen, Fachgesellschaften und Forschungsförderer können 
durch die Verabschiedung von Leitlinien und Verhaltenskodizes ebenfalls wichtige Im-
pulse für reproduzierbare Forschung setzen (Stewart et al., 2022, S. 2). Muster-Leitlinien 
bieten z. B. die Reproducibility Networks (vgl. UK Reproducibility Network, o. J.). 

Beispiele für die Leitlinien der Forschungsförderer sind die „Leitlinien zur Sicherung guter 
wissenschaftlicher Praxis“ (Deutsche Forschungsgemeinschaft e.V., 2022) oder der 
“Proposal & Award Policies & Procedures Guide” (NSF - National Science Foundation, 
2023). 

Als Beispiel für den Kodex einer Fachgesellschaft in den Informationsdisziplinen sei der 
“Code of Ethics” der ACM (Association for Computing Machinery, 2018) angeführt, der 
auch von der Association for Computational Linguistics (ACL) angenommen wurde. 

Veröffentlichungsleitlinien 
Verschiedene Konferenzen haben in den letzten Jahren Submission und/oder Reprodu-
cibility Policies eingeführt, u. a. (NeurIPS, 2021), (ICML, 2023), (IJCAI_ECAI, 2022) und 
besonders detailliert (IEEE Signal Processing Society, 2017). (Krishnamurthi, o. J.) ha-
ben die “Artifacts Evaluated Guidelines” entwickelt, die u. a. (in erweiterter Form) bei der 
ACM zur Anwendung kommen (vgl. auch Association for Computing Machinery, 2020). 

Viele Journals setzen auf die Transparency and Openness Promotion Guidelines (TOP) 
des (Center for Open Science, o. J.), z. T. in fach- oder publikationsspezifisch angepass-
ter Form.  

5.5 Publikationsträger 

Begutachtung 

Wenn die Veröffentlichungsrichtlinien geändert werden, müssen daraus Änderungen im 
Begutachtungsprozess folgen, damit diese auch eingehalten werden. So schreiben 
(Stewart et al., 2022): 

“[E]ditorial policies that centre openness and transparency, including systematically 
checking for compliance with open and transparent practices, should be devel-
oped[.]” (Stewart et al., 2022, S. 4) 

(Gehrmann et al., 2022, S. 23) nehmen die Begutachtenden in die Pflicht, von den For-
schenden Rechenschaft zu fordern; nach (Serra-García & Gneezy, 2021) müsse die 
gleiche Anforderung an die für die Veröffentlichung Verantwortlichen gestellt werden. 

(Gunes et al., 2022, S. 291) weisen darauf hin, dass diese dafür auch entsprechend 
ausgebildet werden müssten; (Willis & Stodden, 2020, S. 12) plädieren für dedizierte 
“reproducibility reviewers” (Xiong & Cribben, 2023, S. 124), z B. “peers, expert practitio-
ners, or students under the guidance of another responsible party”. Die Begutachtung 
solle zudem durch materielle Anreize wie Entlohnung, Redaktionsmitgliedschaft oder 
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eigene Veröffentlichungsmöglichkeiten attraktiver werden. Ein herausragendes Beispiel 
ist die Einstellung von Data Editors bzw. die Prüfung aller eingereichten Arbeiten in ei-
nem “Reproducibility Lab” bei der American Economic Association (AEA): 

“The Data Editor, in turn, started verifying, prior to final acceptance of an article, the 
computational reproducibility of the results displayed in the manuscript. […] In the 
case of restricted-access data, prepublication verification, when possible, may 
sometimes be the only opportunity to conduct such checks.” (Vilhuber et al., 2022, 
S. 275) 

Nach (Willis & Stodden, 2020, S. 11) könnte die Reproduzierbarkeit auch stufenweise 
begutachtet bzw. bewertet werden. Die Level wären demnach: “Materials only – Partial 
reproduction – Full reproduction – Full reproduction with extension”. 

(Cockburn et al., 2020, S. 78) fordern explizit die ACM auf, ihre Journals auf Registered 
Reports umzustellen. (Rethlefsen et al., 2022, S. 225) ergänzen, dass dazu standardi-
sierte Vorlagen und automatisierte Rückmeldungen zur Qualität an die Einreichenden 
hilfreich wären. 

(Rogers & Augenstein, 2020) legen zudem eine Liste an Vorschlägen zur Bias-Kontrolle 
beim Peer-Reviewing (hier: für NLP) vor. 

Infrastrukturen 

“Publishers should support or provide training and infrastructure [38] related to the 
publishing of outputs, including data management, licensing, and digital object iden-
tifiers.” (Stewart et al., 2022, S. 3) 

Neben dem Begutachtungsprozess sollten auch die Publikationsinfrastrukturen ange-
passt werden, um bessere Voraussetzungen für mehr Reproduzierbarkeit zu schaffen 
und Fehler oder Mängel frühzeitig zu entdecken (Wonsil, 2021, S. 15). Die jeweilige 
Plattform soll ermöglichen, Paper immer komplett mitsamt den digitalen Artefakten zu 
veröffentlichen, kann zentral, dezentral oder hybrid angelegt werden und sollte den Im-
pact des Prozesses messbar machen (Willis & Stodden, 2020, S. 19 f.). (Stewart et al., 
2022, S. 4) verlangen zudem digitale Veröffentlichung ohne Zeilen- und 
Speicherplatzlimits. (Samuel & Mietchen, 2022) schlagen vor, den Prüfprozess für die 
technische Reproduzierbarkeit zumindest teilweise zu automatisieren und stellen einen 
entsprechenden Workflow für Jupyter-Notebooks vor. (Knoll & Heedt, 2020) weisen da-
rauf hin, dass integrierte Publikationsplattformen die Hürden für reproduzierbare Veröf-
fentlichungen senken könnten sowie die Begutachtung vereinfachen und verbessern. 
(Colom et al., 2019) nennen beispielhaft das “IPOL Journal”, das ausführbare Dateien 
erlaubt sowie deren Online-Reproduktion, die ebenfalls archiviert wird; (Stewart et al., 
2022, S. 3) verweisen auf (Wiley Author Services, 2020); (Xiong & Cribben, 2023, S. 
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124) führen das “Journal of the Royal Statistical Society: Series C”76 als Musterbeispiel 
für die gelungene verzahnte Präsentation von Paper und Zusatzmaterial an. 

Mehr Raum für Reproduktionsstudien 

Nach (Stewart et al., 2022, S. 4) sollten die Publikationsträger Reproduktionsstudien 
mehr Raum bieten und zusätzlich Tutorials zu reproduzierbarer Forschung veröffentli-
chen. Eine Alternative bieten Publikationen wie “ReScience C”77, die sich explizit Repro-
duktionsstudien widmen. 

Journal Rating 

Mit dem “TOP Factor” (Center for Open Science, 2020) wurde – abgeleitet von den TOP 
Guidelines – ein Maß eingeführt, das die etablierten Journal-Metriken ergänzen und den 
Blick auf Reproduzierbarkeit lenken soll (Curty et al., 2022, S. 256). Zu den acht Kriterien 
in je drei Leveln gehören u. a. Daten- und Methodentransparenz, Dokumentation und 
Vorabregistrierung (TOP Factor, o. J.). Bewertet werden zum Zeitpunkt der Abfrage78 
2.516 Journals; in der Disziplin “computer science” weist “Science Robotics” mit 10 den 
besten Wert auf. 

5.6 Forschungsförderung 
Die Forschungsförderer können eine der aktivsten Rollen bei der Förderung von repro-
duzierbarer Forschung einnehmen, da sie mit der Verteilung von Geldern und der For-
mulierung von Leitlinien über entscheidende Steuerungselemente verfügen. Gefördert 
werden könnten die Sicherstellung von Reproduzierbarkeit, Kompetenztraining, Repro-
duktionsstudien, Grundlagenforschung zu Reproduzierbarkeit und der Aufbau von Infra-
struktur und Personal. 

Projektförderung 
Wie gezeigt haben Forschungsdatenmanagement und Datenmanagementpläne bereits 
Eingang in die Antragstellung bei den Fördergebern gefunden. (Stewart et al., 2022, S. 
3) schlagen vor, dies um Nachweise der Reproduzierbarkeit vorheriger Arbeiten sowie 
der Einhaltung der geforderten Praktiken im Abschlussbericht zu ergänzen. (Belz, 2022, 
2021) sowie (Kou, 2022) fordert dedizierte Mittel für die Prüfung der Reproduzierbarkeit 
(“end-to-end evaluation” (Kou, 2022, S. 38)), (Rethlefsen et al., 2022, S. 224) sehen 
Forschungsförderer und Publikationsträger gemeinsam in der Verantwortung für die Be-
gutachtung und Finanzierung von “Registered Reports”. 

 
76  Hier z. B. für Bd. 72, Ausgabe 1, Januar 2023: https://academic.oup.com/jrsssc/issue/72/1 (abgerufen am 05.05.2023) 
77  http://rescience.github.io 
78  21. Mai 2023 
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Kompetenztraining 

Nach (Stewart et al., 2022, S. 3) sollten die Forschungsförderer, die Leitlinien zur Repro-
duzierbarkeit vorgeben, auch entsprechende Schulungsangebote für Forschende bereit-
stellen und finanzieren. 

Reproduktionsstudien 
Aufgrund des hohen Stellenwertes, der positiven Signifikanztests beigemessen wird, 
werden Reproduktionsstudien bislang kaum gefördert. (Cockburn et al., 2020) erläutern, 
welchen Wert das hätte: 

“Replications of studies with statistically significant results help reduce Type I error 
rates, and replications of studies with null outcomes reduce Type II error rates and 
can test the boundaries of hypotheses.” (Cockburn et al., 2020, S. 79) 

Wie (Stewart et al., 2022) fordern (Bell & Kampman, 2021) einen kollaborativen Ausweg 
aus der Krise: 

“While competitive practices are the norm in machine learning, psychology has be-
nefited from a collaborative response to its crisis. Many Labs (Klein et al., 2014) is 
a series of large-scale replication studies of influential psychological effects, 
conducted by multiple different labs. In machine learning, a similar movement 
should make it easy to participate in replications, and allow for a critical assessment 
of reproducibility.” (Bell & Kampman, 2021, S. 4) 

Grundlagenforschung zu Reproduzierbarkeit 
Neben Reproduktionsstudien sollte auch die Forschung zu Reproduzierbarkeit gefördert 
werden. Dazu gehören Metastudien sowie die Entwicklung von Best Practices, Metriken 
zur Evaluierung und Standards wie Metadatenmodelle, Ontologien und anderen Wis-
sensrepräsentationen, mit denen Forschungsergebnisse einheitlich und maschinenles-
bar beschrieben und damit besser auffindbar, vergleichbar und reproduzierbar gemacht 
werden (Gheran et al., 2022; Menon et al., 2022, S. 466; Potthast et al., 2019, S. 128 f.). 

Meta- und Grundlagenstudien, Best Practices 

Mit Meta- und Grundlagenstudien sollen Daten und fundamentales Wissen zu Reprodu-
zierbarkeit von Forschung gesammelt werden, z. B. durch die Evaluierung von EU-ge-
förderten Projekten (Athena RC et al., 2022) oder die systematische Erhebung, Einfüh-
rung und Evaluierung von Best Practices mit Hilfe des TIER2-Forschungsprojekt zu Re-
produzierbarkeit im Rahmen des EU-Wissenschaftsförderungsprogramms HORIZON 
(vgl. Projektplan in: Ross-Hellauer et al., 2022, S. 7 f.). Ein ähnliches Ziel verfolgt das 
DFG-Projekt CONQUAIRE (Continuous Quality Control for Research Data to Ensure 
Reproducibility):  

„Conquaire entwickelt Services und Tools, die Forschende bei der Erstellung von 
Daten, bei der Versionierung von Daten (einschließlich Code, z.B. für die Analyse 
verwendete Skripts) und bei der Wiederverwendung ihrer Daten unterstützen.“ 
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(Kompetenzzentrum Forschungsdaten - Universität Bielefeld, 2023; zur Implemen-
tierung vgl. auch Ayer et al., 2017) 

Metriken und Bewertungssysteme 

Wenn Reproduzierbarkeit als Ziel ausgerufen wird, muss sie auch messbar gemacht 
werden, denn sonst stellt sich die Frage, ob ähnliche Ergebnisse wirklich reproduzierte 
Ergebnisse sind (Kou, 2022, S. 18). Ebenso wie bei der Definition zeigt sich hier eine 
große Bandbreite an Fragen, was gemessen werden soll, mit welchen Metriken, zu wel-
chem Zweck und wie lange die Referenzdaten und -methoden gültig bleiben:   

“[D]ifferent perceptions of the term research data and different methodological ap-
proaches affect the assessment of reproducibility, which inherently introduces sub-
jectivity when considering numerical reproducibility rates[.]” (Riedel et al., 2022, S. 
1344) 

Benötigt werden also verschiedene Metriken, je nachdem welche Dimension der Repro-
duzierbarkeit gemessen werden soll. 

Die technische Reproduzierbarkeit oder “computational reproducibility” kann einfach mit 
Abzeichen wie den ACM-Badges bewertet werden. (Koehler Leman et al., 2021, S. 2) 
wenden jedoch ein, dass das nicht für die langfristige Reproduzierbarkeit gelte. 

Für die Ergebnisse und die Schlussfolgerungen ist das von vornherein schwieriger, wie 
(Kou, 2022) anmerkt:  

“In ML research, model output is usually distinct from ‘the conclusion/finding/re-
search claim’. The same model performance can be obtained in the reproduction 
study but the reproduction runner might still disagree with the original study’s inter-
pretation of the model performance and draw different conclusions. It can also be 
the case that the same conclusions are drawn despite different model performances 
are obtained.” (Kou, 2022, S. 21) 

(Belz, 2021, 2022) hat sich grundlegend aus metrologischer Perspektive mit der Quan-
tifizierung von Reproduzierbarkeit in NLP-Arbeiten beschäftigt (für IR vgl. auch Maistro 
et al., 2023; Breuer et al., 2020; sowie grundlegend Raff, 2019; Gundersen & Kjensmo, 
2018) und Definitionen, geeignete Metriken, Vorgehensweisen bei der Evaluierung und 
Hinweise zur Interpretation der Evaluierungsergebnisse vorgelegt. Sie schlägt den “un-
biased coefficient of variation (CV*)” als ergänzendes Maß vor, das routinemäßig ermit-
telt und dokumentiert werden sollte:  

“CV* provides a quantitative basis for deciding if the same conclusions can be drawn 
as discussed above, but looking at the degree of similarity of scores relative to sim-
ilarity of conditions of measurement can also reveal important information.” (Belz, 
2022, S. 1132) 

(Dodge et al., 2019) weisen darauf hin, dass auch die Rechenzeiten (“computational 
budget”) bei der Performance-Bewertung (hier: NLP) berücksichtigt werden müssen:  



 66 

“[T]o make a reproducible claim about which model performs best, we must also 
take into account the budget used (e.g., the number of hyperparameter trials).” 
(Dodge et al., 2019, S. 2186), vgl. auch (Dacrema, 2020, Kap. 7.3, für Recom-
mendersysteme), (Lindauer & Hutter, 2020, S. 6, 10 für NAS)  

Sie schlagen eine entsprechende Anpassung der Reports für Leaderboards vor:  

“First, leaderboards obscure the budget that was used to tune hyperparameters, 
and thus the amount of work required to apply a model to a new dataset. Second, 
comparing to a model on a leaderboard is difficult if they only report test scores. […] 
Verifying that a new implementation matches established performance requires 
submitting to the leaderboard, wasting test evaluations. Thus, we recommend lead-
erboards report validation performance for models evaluated on test sets.” (Dodge 
et al., 2019, S. 2192) 

Die Metriken sollten demnach wie folgt angepasst werden:  

“Current practice when compraing [sic] NLP models is to train multiple instantiations 
of each, choose the best model of each type based on validation performance, and 
compare their performance on test data […]. In our proposed evaluation framework, 
we instead encourage practitioners to consider the expected validation accuracy 
[…].” (Dodge et al., 2019, S. 2185) 

(Ahn et al., 2022) schließlich erörtern theoretische Grundlagen zu Grenzen der Repro-
duzierbarkeit (hier: bei Optimierungsfunktionen) und schaffen ein Maß der Nicht-Repro-
duzierbarkeit. 

Benchmarks, Datensets 

(Assenmacher et al., 2022) legen grundsätzliche Probleme mit Social-Media-Datensets 
dar, die auch oft in NLP verwendet werden, und sehen einen Bedarf an Benchmark-
Datensets und standardisierten Evaluation Frameworks, insbesondere bei sensiblen Da-
ten: 

“[T]he benchmarking crisis in social media analytics results from a lack of sufficiently 
large, high-quality data sets on which computational methods can be compared, 
which is a consequence of restrictions on data sharing[.]” (Assenmacher et al., 2022, 
S. 1501) 

(Lindauer & Hutter, 2020) widmen sich ausführlich der Definition, korrekten Verwendung 
und Schaffung einheitlicher Benchmarks mit dem Ziel: 

“[W]e envision a library of NAS benchmarks that is (i) diverse with respect to (a) 
difficulty, (b) search space properties, (c) datasets and applications, (d) training 
pipelines; and (e) a mix of real, tabular, and surrogate benchmarks; and that has (ii) 
a standardized API which allows developers of NAS methods to easily benchmark 
their ideas on them.” (Lindauer & Hutter, 2020, S. 12) 
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Zwar gibt es bereits eine Vielzahl an Portalen und Datenbanken wie kaggle79, die Da-
tensets bereitstellen, auch Benchmark-Datensets, doch auch (Plant & Hanisch, 2020) 
bemängeln, dass diese im Vergleich etwa zu NIST Standard Reference Data80 aus met-
rologischer Perspektive nicht ausreichend kuratiert seien. (Breuer et al., 2020) nennen 
ebenfalls Kriterien: 

“The use case behind our dataset is that of a researcher who tries to replicate the 
methods described in a paper and who also tries to reproduce those results on a 
different collection; the researcher uses the presented measures as a guidance to 
select the best replicated/reproduced run and understand when reproduced is re-
produced. Therefore, to cover both replicability and reproducibility, the dataset 
should contain both a baseline and an advanced run. Furthermore, the dataset 
should contain runs with different “quality levels”, roughly meant as being more or 
less ‘close’ to the original run, to mimic the different attempts of a researcher to get 
closer and closer to the original run.” (Breuer et al., 2020, S. 353) 

(Hutchinson et al., 2021) fordern die grundsätzliche Aufwertung von “data work”, also 
der Erstellung, Kuratierung und Pflege von Datensets: 

“[D]ataset development requires a great deal of further dedicated research (e.g., on 
practices of collection, methods and protocols), its own theory [35],6 conferences, 
prizes, etc. There is a need to shift the perception of dataset work away from crafty 
gluework to highly skilled technical infrastructure work.” (Hutchinson et al., 2021, S. 
569; vgl. auch Çöltekin, 2020, S. 50) 

Diese Erforschung sollte interdisziplinär erfolgen und Erfahrungen aus dem Archivwe-
sen, der Linguistik, der Human Computation, aber auch der klinische Forschung nutzen 
(vgl. auch Sambasivan et al., 2021, S. 10). 

Metadaten, Ontologien, Modelle und andere Standards 

Neben den bereits in Kapitel 3.5 genannten Ansätzen entwickeln beispielsweise 
(Melchor et al., 2022) eine modellgetriebene Beschreibungs-, Entwicklungs- und Doku-
mentationsumgebung für Data-Science-Projekte. Diese umfasst getrennte Modelle für 
den konzeptionellen (Data-Science-) und den technischen (Data-Engineering-)Bereich 
mit dem Ziel plattformunabhängiger Replikation. (Bhattacharjee, 2019) präsentieren ein 
weiteres Dokumentationsmodell: 

“The Reproduce Object Framework is a JavaScript Object Notation (JSON)-based 
lightweight standard to define the computational model and its configuration, inputs, 
results, and environment, in order to reproduce the model. It is machine readable 
and also human readable so that it can be verified very easily by anyone.” 
(Bhattacharjee, 2019, S. 3) 

 
79  https://www.kaggle.com/datasets, vgl. auch die Übersicht der Quellen für ML-Datensets bei Wikipedia https://en.wikipe-

dia.org/wiki/List_of_datasets_for_machine-learning_research#Curated_repositories_of_datasets 
80  https://www.nist.gov/srd 
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(Brinckman et al., 2018, S. 16) haben ihr Modell “Research Objects” als Grundlage für 
eine integrierte Plattform (siehe The Whole Tale weiter unten) entwickelt sowie DataONE 
zur Beschreibung auf der Basis der Standards W3C-PROV und ProvONE. 

(Samuel & Mietchen, 2022) legen, auf der Basis von PROV-O und P-Plan, die REPRO-
DUCE-ME-Ontologie für ML-Workflows vor; bereits etablierte Schemata sind etwa ML-
Schema81 oder MEX82. Die W3C unterhält eine Machine Learning Schema Community, 
deren Ziel die Entwicklung, Pflege und Verbreitung von Standards ist (W3C, 2015). 

(Willis & Stodden, 2020, S. 24) fordern außerdem Standards für die Verpackung und 
Verbreitung digitaler Forschungsartefakte; (Cruz et al., 2018) und (Druskat, 2018) be-
schäftigen sich mit Zitationsstandards für Forschungssoftware, die deren Impact mess-
barer machen soll. 

Infrastruktur und Personal 
Der European Code for Research Integrity gibt vor, welche Infrastrukturen bereitzustel-
len sind:  

“Research institutions and organisations support proper infrastructure for the man-
agement and protection of data and research materials in all their forms (encom-
passing qualitative and quantitative data, protocols, processes, other research arte-
facts and associated metadata) that are necessary for reproducibility, traceability 
and accountability.” (zitiert nach Brinckman et al., 2018, S. 5 f.) 

(Stewart et al., 2022) formulieren entsprechende Anforderungen für das Personal: 

“[I]nstitutions should recognise the diverse range of specialists who make specific 
contributions to research openness and transparency […] [and] establish core-
funded positions for [data managers, research software engineers, statisticians, la-
boratory managers, technicians, and compliance officers] with clear routes for ca-
reer progression and promotion. Funders should support such roles in their 
schemes, and publishers should promote creditorship to recognise the contributions 
of these key individuals.” (Stewart et al., 2022, S. 3) 

Plattformen 

Wie die Themenauswertung gezeigt hat, sind Infrastrukturen für reproduzierbare For-
schung eine der meistgenannten Anforderungen von Forschenden. Einige Infrastruktu-
ren wie die European Science Cloud (ESC) und das Open Science Framework (OSF) 
sind bereits verfügbar oder befinden sich wie die Nationale Forschungsdateninfrastruktur 
(NFDI) im Aufbau.  

(Brinckman et al., 2018, S. 15 f.) unterscheiden grundsätzlich Science Gateways, Work-
flow-Management-Systeme, Datenrepositorien mit und ohne Analyse-/Programmier-
funktionen, Analyse- und Programmierumgebungen sowie integrierte 
 
81  http://ml-schema.github.io/documentation/ML%20Schema.html 
82  https://sda.tech/projects/mex/ 
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Publikationsplattformen für Papers, Daten und Code. (Bhattacharjee, 2019, S. 33 f.) un-
terteilt in die Kategorien Research Platforms, Workflow Systems und Dissemination Plat-
forms und listet jeweils entsprechende auf. (Colom et al., 2019) untersuchen “platforms 
for reproducible research” und unterscheiden “online execution platforms, dissemination 
platforms, peer-reviewed journals” (ebd., S. 26) mit Beispielen (Stand 2019), einschließ-
lich Mischformen und Kriterien (ebd., S. 34). (Gundersen et al., 2022) und (Burny & Van-
derdonckt, 2021) fordern standardisierte Arbeitsumgebungen mit “out-of-the-box”-Tools 
zur Sicherstellung von Reproduzierbarkeit, z. B. Experiment Tracking, Project Packa-
ging, Model Packaging, Model Registry, Metadatenverwaltung, Versionskontrolle für Da-
ten und Workflows (vgl. auch Ekström Hagevall & Wikström, 2021). 

(Brinckman et al., 2018) kritisieren die Vielzahl an Teillösungen – eine Übersicht geben 
(Samota & Davey, 2021) – und sehen die Anforderung einer Integration von Studienbe-
ginn bis Archivierung nicht erfüllt. Sie formulieren als Anforderung: eine Open-Source-
Plattform, die verschiedene Dienste und Messgeräte über APIs einbinden kann, von der 
Projektorganisation über Dokumentation (einschließlich Metadatenvergabe und Prove-
nienzmanagement) bis Archivierung alles leistet und damit für die verschiedensten For-
schungsansätze und -methoden bzw. -disziplinen offen ist. Nach diesem Leitbild haben 
sie die Plattform “The Whole Tale”83 entwickelt, die inzwischen produktiv ist. Weitere 
Beispiele für solche Plattformen sind renku84(Schweiz); CodeOcean85, GenePattern86 
(Bioinformatik), eine Plattform für Data Science ist DataFed87 (Stansberry et al., 2020) 

Kritisch äußern sich auch (Shenouda & Bajwa, 2022, S. 7 f.): Viele Plattformen seien 
selbst Forschungsprojekte, deren Betrieb und Weiterentwicklung nicht dauerhaft gesi-
chert sei, und die sich nicht für jede Art von Experiment eigneten, auch werde Code als 
nicht untersuchbare oder anschlussfähige Black Box abgelegt (vgl. auch Wilkinson et 
al., 2018, S. 2). (Oliveira et al., 2018) fordern daher, einen Mechanismus zu entwickeln: 

“[…] to create an on-demand environment to execute each application, supported 
by a software repository, and by metadata rich enough to rebuild the execution en-
vironment for that software artifact from scratch[.]” (Oliveira et al., 2018, S. 1; ihr 
eigener Prototyp OCCAM ist eine der verwaisten Plattformen; vgl. auch TIRA, Pott-
hast et al., 2019) 

(Feger et al., 2019) untersuchten die “CERN Analysis Preservation (CAP)”-Infrastruktur 
und empfehlen sie als beispielhaft für international verteilte Forschung in Großverbün-
den wie bei der Europäischen Organisation für Kernforschung (CERN): 

“[It] enables researchers to fully describe their analyses, consisting of data, 
metadata, workflows and code files [18]. CAP offers a web-based graphical user 

 
83  https://wholetale.org 
84 https://renkulab.io 

85 https://codeocean.com 
86 https://www.genepattern.org/#gsc.tab=0 
87  
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interface and a command-line client that support physicists in documenting and pre-
serving their analyses. Due to differing structures, each analysis description form is 
tailored to the experiment to which it belongs. Initially, analyses on CAP are visible 
only to the creator. Once submitted, analyses can be shared with the whole collab-
oration or individual collaboration members.”  

Daran schließt sich die Forderung von (Knoll & Heedt, 2020) nach disziplinspezifischen 
zentralen Repositorien an, die den folgenden Kriterien entsprechen sollten: 

“a) an open repository with a suitable data structure to publish formal problem spec-
ifications and problem solutions (each represented as source code) along with nec-
essary metadata, b) a web service that automatically checks the solution methods 
against the problem specifications and auxiliary software for local testing and c) a 
peer-oriented process scheme to organize both the contribution process to that repo 
and formal quality assurance.” (Knoll & Heedt, 2020, S. 130) 

Nach dieser Prämisse gehen die NFDI und ihre Fachkonsortien88 vor. Das Arbeitspro-
gramm des Fachkonsortiums für Data Science umfasst sechs Handlungsfelder, darunter 
“Infrastructures and Services” (The Fraunhofer Institute for Open Communication Sys-
tems FOKUS, 2023); dort findet sich auch eine Übersicht über die bereits vorhanden 
Angebote (NFDI4DS, o. J.), beispielsweise das Fachrepositorium für Sprachtechnologie 
“European Language Grid”89. 

(Konkol et al., 2020) untersuchten elf Plattformen zur Veröffentlichung von reproduzier-
baren Data-Science-Projekten aus Autor*innen- und aus Nutzer*innensicht. Das Augen-
merk richtete sich dabei ausschließlich auf publikationsorientierte Plattformen, nicht auf 
Repositorien oder Workflowmanagementsysteme u. ä. Die autor*innenbezogenen Be-
wertungskriterien beziehen sich auf Eigenschaften wie Hosting, Lizenzen, Finanzierung, 
Programmiersprachen und Lizenzen; die publikumszentrierten Kriterien untersuchen 
Merkmale wie Auffindbarkeit, Codeausführbarkeit, Veränderung von Parametern und 
Datensets zur kontrollierten Reproduktion (tabellarische Übersicht der Ergebnisse ebd., 
S. 4, Tab. 2). Als Best-Practice-Beispiel dient eLife RDS:  

“eLife’s RDS has already shown that combining executable code with narrative in a 
scientific article is possible today and comes with advantages related to communi-
cating scientific results. For example, readers can, while studying the text, also ma-
nipulate the analysis.” (Konkol et al., 2020, S. 6) 

(Potthast et al., 2019, S. 128 f.) entwickeln das Konzept “evaluation as a service” und 
den Prototyp einer Plattform, der gleiche Gedanke leitet LivingLabs/STELLA (Schaer et 
al., 2021) für IR. 

 
88  https://www.nfdi.de/konsortien/, für Data Science und AI: https://www.nfdi4datascience.de 
89  https://live.european-language-grid.eu/ 



 71 

Tools 

Neben dem Wunsch nach Infrastruktur wurde vor allem Bedarf an Tools geäußert, die 
die Forschenden im Alltag unterstützen.  

Datensets 

Dies beginnt bei der Datenarbeit. (Sambasivan et al., 2021, S. 12) fordern konfigurier-
bare Tools, die Forschende bei der Erhebung bzw. Sammlung und dem Labelling von 
Daten unterstützen, (Cordero et al., 2021) solche zur Generierung synthetischer, doku-
mentierter Datensets (hier: für NIDS). 

Tracking Tools, Provenance Management 

Benötigt wird vor allem Unterstützung bei der Sammlung bzw. automatischen Anlage 
von Metadaten und der laufenden Aufzeichnung von Änderungen in Daten, Analysen 
oder Code sowie für Hardware-Umgebungen. 

RDataTracker und noWorkflow erstellen Provenance Records für R- bzw. Python-Pro-
jekte (Wonsil, 2021). Diese Tools sind produktiv verfügbar; weitere Forschungsprojekte 
widmen sich  Pynea für LaTex (Jacobs, 2019) oder Blockchain-Ansätzen (Coelho et al., 
2022); (Samuel et al., 2021) haben ein Provenance-Tool für Jupyter-Notebooks entwi-
ckelt, (Casseau et al., 2021) eines zur Kontrolle von deren Ausführungsreihenfolge. 

5.7 Lehre und Weiterbildung 
“[A] solution of [the reproducibility] problem requires use of software tools as well as 
inclusion of topics on experiment design in research training programs in data sci-
ence.” (Khritankov et al., 2022, S. 3)  

Die Vielzahl der aufgedeckten methodischen Mängel, aber auch die Unmenge an tech-
nischen Herausforderungen haben den Ruf nach besserer Aus- und Weiterbildung zum 
Thema reproduzierbare Forschung laut werden lassen. Nach (Rethlefsen et al., 2022) 
brauche es dazu ein stufenangepasstes Lernen in verschiedenen Lernformen mit pas-
sender Infrastruktur für verschiedene Zielgruppen.  

Studium 
Damit solle am besten schon im Studium begonnen werden, z. B. mit speziellen Modulen 
zu Forschungsdatenmanagement und Best Practices für reproduzierbare Forschung 
(Samuel & König-Ries, 2021, S. 17). (Mauerer & Scherzinger, 2021) plädieren ebenfalls 
für eine curriculare Pflichtaufgabe und haben einen entsprechenden Kurs zusammen-
gestellt. (Gunes et al., 2022) ergänzen, dass dies auch für qualitative Studien und Meta-
Analysen gelte. (Yildiz et al., 2021) schlagen vor, im Rahmen solcher Kurse Teilrepro-
duktionen durchzuführen, um die Fähigkeiten praktisch zu trainieren und eine Vorstel-
lung von den Unterschieden zwischen veröffentlichten Ergebnissen und der Implemen-
tierung zu bekommen (ebd., S. 4). (Hettne et al., 2020) empfehlen die Teilnahme an 
Challenges wie der ML Reproducibility Challenge (Papers with Code, 2022) oder die 
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Organisation eigener Challenges wie dem ReproHack, einem “reproducibility hackathon” 
der Universität Leiden (NL). Das oben bereits erwähnte Replication Lab der AEA (Vilhu-
ber et al., 2022, S. 275) beschäftigt Studierende, um die eingereichten Artikel für die 
AEA-Studien auf Reproduzierbarkeit zu prüfen. Ziel ist es dabei, die Fähigkeiten in einem 
abgestuften Prozess unmittelbar in der Praxis zu erlernen. Ältere Studierende überneh-
men die Aufsicht und dienen als Tutor*innen, die Fachaufsicht führen ausgebildete Wis-
senschaftler*innen. (Xiong & Cribben, 2023) schlagen die Einführung von entsprechen-
den “non-profi centers” vor, die mit Doktorand*innen besetzt werden könnten. 

(Hutchinson et al., 2021; Rogers, 2021; Sambasivan et al., 2021) weisen darauf hin, 
dass unbedingt Fähigkeiten zur verantwortungsvollen Datenerhebung und -kuratierung 
Teil der Ausbildung werden müssten; (Malik, 2020) regt an, sich auch mit den grundsätz-
lichen Limitierungen der jeweiligen Disziplin zu beschäftigen (hier: ML). 

Fort-und Weiterbildung 
Verschiedene Formate, die in der beruflichen Bildung bereits erprobt sind, eignen sich 
auch zur Vermittlung oder dem Erwerb von Kompetenzen zu Reproduzierbarkeit, von 
Coffee/Lunch Talks (auch interdisziplinär) über train-the-trainer-Kurse (Munafò et al., 
2022) bis hin zu Credit-Kursen wie dem Zertifikatskurs Forschungsdatenmanagement 
der TH Köln (TH Köln, o. J.-b). 

Workshops und Panels auf Konferenzen, wie auf der SIGIR und der ACL 2022 (Lucic et 
al., 2022) oder der ICDE 2021 (Mauerer & Scherzinger, 2021) helfen, Bewusstsein zu 
vermitteln und einen Einstieg in das Thema zu geben. 

Tutorials und Lernplattformen wie FOSTER90, (UK Data Service, 2023) oder Software 
Carpentry91 Das Gleiche gilt für selbstorganisierte Initiativen wie das Turing-Way-Buch-
projekt (The Turing Way Community, 2022), Project TIER in den Sozialwissenschaften 
(Project TIER, o. J.) oder Reproducibility4Everyone92 (R4E) in den Lebenswissenschaf-
ten bzw. der Bioinformatik bieten Materialien und Möglichkeiten zur eigenständigen Wei-
terbildung oder auch der Mitarbeit bei der Weiterentwicklung des Themas an: 

“R4E demonstrates how a common, public set of materials curated and maintained 
by a small group may form the basis for a global initiative to improve transparency 
and reproducibility in the life-sciences. Flexible materials allow instructors to adapt 
both the content and workshop format to meet the needs of the audience in their 
discipline.” (Auer et al., 2021, S. 6) 

Den nächsten Schritt kann man auf Plattformen wie ReproducedPapers93 gehen, die die 
Möglichkeiten zum schrittweisen Einstieg durch Teilreproduktionen bieten, insbesondere 

 
90  https://www.fosteropenscience.eu 
91  https://software-carpentry.org 
92  https://www.repro4everyone.org 
93  https://reproducedpapers.org 
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für “light-weight reproducibility” (Yildiz et al., 2021; vgl. auch Karathanasis et al., 2022; 
Vilhuber et al., 2022). 

Vermittler 
Viele Hochschulen haben bereits Anlaufstellen geschaffen, z. B. in Form von FDM-
Scouts (TH Köln, o. J.) oder FDM-Kompetenzzentren (Universität Bielefeld – Universi-
tätsbibliothek, o. J.; Universität zu Köln, 2023). 

Die wissenschaftlichen Bibliotheken fungieren dabei häufig als Leitinstitutionen und Data 
Stewards:  

“Libraries are uniquely positioned to lead educational and capacity-building efforts 
on campus around research reproducibility. Costs are high and partnerships are 
required, but such efforts can lead to positive change institution-wide.”  (Rethlefsen 
et al., 2018, S. 113; vgl. auch Hettne et al., 2020; Forschungszentrum Jülich, 2023) 

(Cruz et al., 2018, S. 3) schlagen alternativ interdisziplinäre Teams oder Kooperationen 
vor, in denen Forschende von “research software engineers” lernen können. Wo das 
nicht möglich ist, bieten externe Institutionen Qualifizerungsprogramme an, z. B. The 
Carpentries oder Frictionless Data (Auer et al., 2021, S. 4, Box 2). Diese können fach-
übergreifend sein, wie das Netherlands eScience Center94 oder disziplinspezifisch wie 
das eScience Zentrum für Geowissenschaften95. 

 
94 https://www.esciencecenter.nl/about-us/ 
95 https://www.gfz-potsdam.de/sektion/escience-zentrum/themen 
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6 Fazit und Ausblick 
“Is this paper reproducible? There is rarely such a concise outcome to a reproduci-
bility study. Most reports produced during the [NeurIPS] challenge offer a much 
more detailed & nuanced account of their efforts, and the level of fidelity to which 
they could reproduce the methods, results & claims of each paper.” (Pineau et al., 
2021, S. 10) 

Die Vielfalt der Ansätze zeigt, dass Reproduzierbarkeit von Wissenschaft ein weites Feld 
ist und noch viel zu erforschen und zu standardisieren ist. Dabei muss disziplinspezifisch 
differenziert werden, denn die Methoden und Praxen unterscheiden sich in je nach For-
schungsfeld, ebenso wie Formen, Grade und Ziele der Reproduzierbarkeit, vgl. dazu 
auch (Leonelli, 2018, S. 139, Tab. 1). Leonelli weist darauf hin, dass die „exakten“ Wis-
senschaften diesbezüglich von den der qualitativen Forschung lernen können: 

“ Researchers working with highly idiosyncratic, situated findings are well aware that 
they cannot rely on reproducibility as an epistemic criterion for data quality and va-
lidity. They therefore devote considerable care to documenting data production pro-
cesses and strategizing about data preservation and dissemination. In other words, 
they prioritize sophisticated strategies for enhancing the accountability of their meth-
ods and data management strategies, as well as the long-term preservation of the 
instruments, techniques and materials through which results were generated.” (Le-
onelli, 2018, S. 138) 

Die normativen Vorgaben der Forschungsförderung sollten daher Forschende über die 
technische Reproduzierbarkeit hinaus im Umgang mit unerwarteten Resultaten anleiten 
(ebd., S. 142). 

Zur Diskussion steht demnach der epistemische Wert von Reproduzierbarkeit. (Hudson, 
2021, S. 394) bejaht diesen, denn nur bestätigte und vorhersagbare Ergebnisse hätten 
einen wissenschaftlichen Nutzen. (Albertoni et al., 2023) argumentieren, dies sei be-
sonders in jungen Forschungsfeldern relevant: 

“Reproducibility is one of the key dimensions that concur to create trustworthy and 
reliable AI and ML. It becomes paramount when demonstrating scientific outcomes 
or methods that result from experimental processes, not necessarily supported by 
known theories or models, as it happens with current data-science and learning 
methods.” (Albertoni et al., 2023, S. 28)  

(Kou, 2022) stellt hingegen die exakte Reproduzierbarkeit (“direct reproducibility”) von 
Machine Learning bzw. deren Erkenntnisgewinn in seiner konzeptuellen Studie 
grundsätzlich in Frage:  

“The instabilities of the target variable, Measurement Modeling, and the uncaptured 
show that ML research is fundamentally unstable. […] adhering to direct reproduci-
bility despite the instabilities has limitations and harms: it is insufficient to support 
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the claim to generalizability or efficacy, and it can be counterproductive to the epis-
temic goal of a study.” (Kou, 2022, S. 40) 

Er plädiert für eine umfassende, kontextabhängige Definition und Evaluation, unabhän-
gige Bestätigung (“corroboration”), das heißt die Suche nach weiteren Belegen mit an-
deren Mitteln, sowie mehr theoretische Analyse (“bringing back understanding and ex-
planations”, ebd., S. 47).  

(Baumgaertner et al., 2019) wiederum misst ausschließlich epistemischer Reproduzier-
barkeit einen Wert zu, und entwickelt einen theoretischen Rahmen, um zu bestimmen, 
wie transparent welche Bestandteile eines Experiments (Modell, Methoden, Daten, Hin-
tergrundwissen) für welchen epistemischem Wert sein müssen. 

(Malik, 2020) versucht eine Synthese: 

“[I]f machine learning is done with experimental validation via randomized control 
trials, then we will not suffer from over-optimism about performance. If we accom-
pany predictive modeling with causal/statistical analysis, we can gain a better un-
derstanding of underlying processes, and better hope to make predictions that are 
robust to changes and reactions. And if we include qualitative analysis, we can un-
derstand constructs, and engage with individuality, narrative understandings, and 
lived experience.” (Malik, 2020, S. 4) 

(Plant & Hanisch, 2020, S. 14) weisen auf den Erkenntniswert fehlgeschlagener Repro-
duktionen hin, die Messungenauigkeiten und/oder Mängel in den theoretischen Annah-
men und der Interpretation offenlegen könnten (vgl. auch Leonelli, 2018, S. 140). (Re-
dish et al., 2018) weisen auf eine weitere zentrale Funktion hin: die Zusammenführung 
widersprüchlicher Beobachtungen und Annahmen zu einer kohärenten Theorie. Dafür 
benötige es Zeit und die Erforschung der Parametergrenzen (ebd., S. 5042). 

(Hubbard & Carriquiry, 2019) plädieren in diesem Zusammenhang für kontinuierliche 
Qualitätskontrolle, die Mängel schneller zu Tage fördert. (Hudson, 2021) weist jedoch 
darauf hin, dass schließlich jede Reproduzierbarkeit endlich ist: 

“[S]cientific claims, despite being initially well confirmed, often turn out to be false 
with continued empirical investigation.” (Hudson, 2021, S. 390) 
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Anhang 
Der technische Anhang liegt der gedruckten Version aufgrund der Größe der Tabellen 
als Datenträger bei. In der online abgelieferten Version folgen diese nach dieser Seite 
und umfassen: 

1. Methodik 
2. ACM-Ergebnisse 
3. Search Report ACM 
4. PoP-GS-Ergebnisse 
5. Search Report PoP-GS 
6. Konsolidierte Ergebnisse 
7. Bewertete Ergebnisse 
8. Themencluster 
9. Definition und Quantifizierung der Themen 
10. Quantifizierung der Reproduzierbarkeit in den ausgewerteten Metastudien 
11. Übersicht Maßnahmen 
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Nr. Schritt Quelle Suchanfrage Ergebnisse Anzahl Ergebnisse Erläuterung

1 Suche in Fachbibliothek ACM Digital Library s. Search Report ACM s. ACM-Ergebnisse 78
2 Ermittlung Relevanz und weitere Literatur Publish or Perish s. Search Report PoP-GS s. PoP-GS-Ergebnisse 182

3 Ergänzung Abstracts PoP-GS-Ergebnisse Volltext-Links s. PoP-GS-Ergebnisse

Die exportierten Suchergebnisse aus Publish or Perish 
enthalten nur unvollständige Abstracts bzw. Kontext zur 
Suchanfrage. Abstracts aus Original-Volltexten hinzugefügt.

4 Zusammenführung Ergebnisse ACM-/PoP-GS-Ergebnisse abzgl. Dubletten s. Konsolidierte Ergebnisse
5 Ermittlung Dubletten ACM-/PoP-GS-Ergebnisse Bedingte Formatierung "Doppelte Werte", Merkmal: DOI s. Konsolidierte Ergebnisse 11

Auswahl
Nr. Schritt Quelle Suchanfrage/Kriterien Ergebnisse Anzahl Ergebnisse Erläuterung Markierung

1 Entfernung Dubletten Konsolidierte Ergebnisse Bedingte Formatierung "Doppelte Werte", Merkmal: DOI s. Bewertete Ergebnisse -11
Auswahl: Version mit Keywords; wenn unterschiedliche 
Keywords: zusammengeführt

2 Entfernung "Citations" PoP-GS-Ergebnisse s. Bewertete Ergebnisse -6
In der PoP-Suche wurden irrtümlich Citations nicht 
ausgeschlossen. Citation

3 Entfernung Sammelbände Gesamttitel Bewertete Ergebnisse Nur Proceedings-Titel verfügbar s. Bewertete Ergebnisse -5 Sammelband

4 Ermittlung weiterer Dubletten Bewertete Ergebnisse Sortierung Titel aufsteigend s. Bewertete Ergebnisse -2

Autorenkollektiv – unterschiedliche Autoren genannt; 
unterschiedliche Speicherorte; 
Preprint/Manuskript/veröffentlichte Version u. ä.; Teil-
/Vollveröffentlichungen Dublette

5 Entfernung Terminankündigungen s. Bewertete Ergebnisse Terminankündigung Ankündigung

6 Ergebnisse aus anderen Disziplinen Bewertete Ergebnisse Nennung Disziplin in Titel, Publikation, Abstract oder Keywords s. Bewertete Ergebnisse

Arbeit soll auf Informationsdisziplinen eingegrenzt werden, 
wenngleich viele grundsätzliche Probleme auch bei der 
Anwendung als Hilfswissenschaft in anderen Disziplinen 
deutlich werden. <Fachdisziplin>

7 Fragliche Ergebnisse Bewertete Ergebnisse "Reproducibility" weder Stich- noch Schlagwort s. Bewertete Ergebnisse Taucht weder in Titel, Abstract noch Keywords auf Fraglich
8 Ergänzungen Zitation in Suchergebnissen 1 Via Zitation in den Suchergebnissen ergänzt CIT

Anzahl Studien für Themenclusterung / Vorauswahl für Literaturauswertung
Auswertung Studien Anzahl
Volltext Studien aus Literaturrecherche 126
Volltext Zusätzliche berücksichte aus Zitationen 41
Abstract, Keywords Studien anderer Fachdisziplinen 68
Keine Fragliche markierte 18

Keine
Zusätzliche identifizierte nicht auswertbare (z. B. Volltext 
nicht verfügbar, nicht relevant) 35



Item type Authors Title Journal Publication year Volume Issue Pages Publisher Address Proceedings title Conference location Date published ISBN ISSN URLs DOI Abstract Keywords Sub-type Series

Journal Article Tanwar S,Ribadiya D,Bhattacharya P,Nair AR,Kumar N,Jo M
Fusion of Blockchain and IoT in Scientific Publishing: 
Taxonomy, Tools, and Future Directions Future Gener. Comput. Syst. 2023 142 C 248–275 Elsevier Science Publishers B. V. NLD 2023-03 0167-739X

https://doi.org/10.1016/j.future.2022.12.036;http://dx.doi.or
g/10.1016/j.future.2022.12.036 10.1016/j.future.2022.12.036

Scientific publishing systems (SPS) provides platforms to authors, reviewers, and editors to express research for the betterment of 
the community. Traditionally, the research databases are assigned electronic identifiers, and manuscripts are preserved in 
electronic form. Owing to the large scale of submissions in the databases, it becomes difficult for the repositories to manage their 
electronic volumes. The search queries and retrievals are complex, and the publishing process takes a lot of time, which defeats the 
purpose of the contribution in many cases by the author. Moreover, the process is non-transparent, and is limited due to ineffective 
article tracking policies. With the advent of the Internet of Things (IoT), the libraries have transitioned towards smart objects that 
process academic repositories with low-powered computations. In the same way, meta-information passes through lightweight IoT 
protocols to distributed servers. Coupled with blockchain (BC), a secured and trusted publishing platform is assured in SPS, with 
transparency among all academic stakeholders. Traditional SPS platforms do not provide any rewarding method for peer review and 
do not support and store unsuccessful articles. Besides, published works are not verified thoroughly, and this can lead to misconduct 
in scientific publishing. Motivated by these facts, in this paper, we present a survey on the fusion of BC and IoT for SPS, which 
serves the dual purpose of low-powered computational tagging of manuscripts as smart objects, and that also supports rewarding 
and completing the verification of transactions by peers without involving a third party. A case study of a hyperledger driven IoT-
enabled scientific publishing system (SPS) is proposed to address the limitations of the traditional SPS. Lastly, we present open 
issues and challenges concerning the current SPSs and the proposed BC-driven SPS.

Smart objects, Data security, Scientific publishing, 
Blockchain, IoT, Digital tagging

Conference Paper Mauerer W,Klessinger S,Scherzinger S
Beyond the Badge: Reproducibility Engineering as a Lifetime 
Skill 2023 1–4 Association for Computing Machinery New York, NY, USA

Proceedings of the 4th International Workshop on Software 
Engineering Education for the Next Generation Pittsburgh, Pennsylvania 2023 9,78145E+12

https://doi.org/10.1145/3528231.3528359;http://dx.doi.org/
10.1145/3528231.3528359 10.1145/3528231.3528359

Ascertaining reproducibility of scientific experiments is receiving increased attention across disciplines. We argue that the 
necessary skills are important beyond pure scientific utility, and that they should be taught as part of software engineering (SWE) 
education. They serve a dual purpose: Apart from acquiring the coveted badges assigned to reproducible research, reproducibility 
engineering is a lifetime skill for a professional industrial career in computer science.SWE curricula seem an ideal fit for conveying 
such capabilities, yet they require some extensions, especially given that even at flagship conferences like ICSE, only slightly more 
than one-third of the technical papers (at the 2021 edition) receive recognition for artefact reusability. Knowledge and capabilities 
in setting up engineering environments that allow for reproducing artefacts and results over decades (a standard requirement in 
many traditional engineering disciplines), writing semi-literate commit messages that document crucial steps of a decision-making 
process and that are tightly coupled with code, or sustainably taming dynamic, quickly changing software dependencies, to name a 
few: They all contribute to solving the scientific reproducibility crisis, and enable software engineers to build sustainable, long-term 
maintainable, software-intensive, industrial systems. We propose to teach these skills at the undergraduate level, on par with 
traditional SWE topics. teaching software engineering, reproducibility engineering SEENG '22

Journal Article Jagadish H,Stoyanovich J,Howe B The Many Facets of Data Equity J. Data and Information Quality 2023 14 4 Association for Computing Machinery New York, NY, USA 2023-02 1936-1955
https://doi.org/10.1145/3533425;http://dx.doi.org/10.1145/
3533425 10.1145/3533425

Data-driven systems can induce, operationalize, and amplify systemic discrimination in a variety of ways. As data scientists, we 
tend to prefer to isolate and formalize equity problems to make them amenable to narrow technical solutions. However, this 
reductionist approach is inadequate in practice. In this article, we attempt to address data equity broadly, identify different ways in 
which it is manifest in data-driven systems, and propose a research agenda. Data equity, responsible data science, Fairness in AI, ethics

Conference Paper Davis S,McGill MM
Growing an Inclusive Community of K-12 CS Education 
Researchers 2023 101–107 Association for Computing Machinery New York, NY, USA

Proceedings of the 54th ACM Technical Symposium on 
Computer Science Education V. 1 Toronto ON, Canada 2023 9,78145E+12

https://doi.org/10.1145/3545945.3569725;http://dx.doi.org/
10.1145/3545945.3569725 10.1145/3545945.3569725

A recent study found that there is a litany of unmet needs that are serving as barriers for the CS education research community to 
grow in depth and breadth, including ensuring that the community is representative of the teachers and students that are studied. 
Cultivating a diverse, equitable, inclusive, and accessible CSEd research community requires simultaneous bottom-up and top-down 
alignment on practice standards, professional development, and wellbeing for all constituents that is rooted in politicized trust and 
collective impact. For this position paper, we engaged in an expository writing process using a confirmatory and elucidating 
research design to contextualize quantitative and qualitative data reported from our previous study within related work. Our results 
indicate that there is a variety of researcher-centered, researcher-adjacent, and research-centered barriers in CS education that 
affect researchers' practice, and personal and professional identities. These results were validated by findings from research in 
other fields, such as education, psychology, and organizational change. These findings highlight the need for intentional changes to 
be made, both top-down and bottom-up, to sustain and grow the CS education research community in a way that equitably supports 
the evolving needs of a diverse set of students as well as the diverse set of researchers who study interventions.

education research, position, collective impact, researchers, 
equity, diversity, inclusion, accessibility, capacity, systems 
change SIGCSE 2023

Journal Article Urkullu A,Pérez A,Calvo B
Are the Statistical Tests the Best Way to Deal with the 
Biomarker Selection Problem? Knowl. Inf. Syst. 2022 64 6 1549–1570 Springer-Verlag Berlin, Heidelberg 2022-06 0219-1377

https://doi.org/10.1007/s10115-022-01677-
6;http://dx.doi.org/10.1007/s10115-022-01677-6 10.1007/s10115-022-01677-6

Statistical tests are a powerful set of tools when applied correctly, but unfortunately the extended misuse of them has caused great 
concern. Among many other applications, they are used in the detection of biomarkers so as to use the resulting p-values as a 
reference with which the candidate biomarkers are ranked. Although statistical tests can be used to rank, they have not been 
designed for that use. Moreover, there is no need to compute any p-value to build a ranking of candidate biomarkers. Those two 
facts raise the question of whether or not alternative methods which are not based on the computation of statistical tests that 
match or improve their performances can be proposed. In this paper, we propose two alternative methods to statistical tests. In 
addition, we propose an evaluation framework to assess both statistical tests and alternative methods in terms of both the 
performance and the reproducibility. The results indicate that there are alternative methods that can match or surpass methods 
based on statistical tests in terms of the reproducibility when processing real data, while maintaining a similar performance when 
dealing with synthetic data. The main conclusion is that there is room for the proposal of such alternative methods.

Biomarker selection, Reproducibility, Statistical tests, 
Differential methylation detection

Journal Article Berrar D
Using P-Values for the Comparison of Classifiers: Pitfalls 
and Alternatives Data Min. Knowl. Discov. 2022 36 3 1102–1139 Kluwer Academic Publishers USA 2022-05 1384-5810

https://doi.org/10.1007/s10618-022-00828-
1;http://dx.doi.org/10.1007/s10618-022-00828-1 10.1007/s10618-022-00828-1

The statistical comparison of machine learning classifiers is frequently underpinned by null hypothesis significance testing. Here, we 
provide a survey and analysis of underrated problems that significance testing entails for classification benchmark studies. The p-
value has become deeply entrenched in machine learning, but it is substantially less objective and less informative than commonly 
assumed. Even very small p-values can drastically overstate the evidence against the null hypothesis. Moreover, the p-value 
depends on the experimenter’s intentions, irrespective of whether these were actually realized or not. We show how such 
intentions can lead to experimental designs with more than one stage, and how to calculate a valid p-value for such designs. We 
discuss two widely used statistical tests for the comparison of classifiers, the Friedman test and the Wilcoxon signed rank test. 
Some improvements to the use of p-values, such as the calibration with the Bayes factor bound, and alternative methods for the 
evaluation of benchmark studies are discussed as well.

False positive risk, Significance, ROPE, Wilcoxon signed rank 
test, Two-stage design, Bayes factor bound, Confidence 
interval, Confidence curve, p-Value, Highest density interval, 
Friedman test

Journal Article Feitelson DG
Considerations and Pitfalls for Reducing Threats to the 
Validity of Controlled Experiments on Code Comprehension Empirical Softw. Engg. 2022 27 6 Kluwer Academic Publishers USA 2022-11 1382-3256

https://doi.org/10.1007/s10664-022-10160-
3;http://dx.doi.org/10.1007/s10664-022-10160-3 10.1007/s10664-022-10160-3

Understanding program code is a complicated endeavor. As a result, studying code comprehension is also hard. The prevailing 
approach for such studies is to use controlled experiments, where the difference between treatments sheds light on factors which 
affect comprehension. But it is hard to conduct controlled experiments with human developers, and we also need to find a way to 
operationalize what “comprehension” actually means. In addition, myriad different factors can influence the outcome, and 
seemingly small nuances may be detrimental to the study’s validity. In order to promote the development and use of sound 
experimental methodology, we discuss both considerations which need to be applied and potential problems that might occur, with 
regard to the experimental subjects, the code they work on, the tasks they are asked to perform, and the metrics for their 
performance. A common thread is that decisions that were taken in an effort to avoid one threat to validity may pose a larger 
threat than the one they removed.

Controlled experiment, Threats to validity, Code 
comprehension, Experimental methodology

Journal Article Coelho R,Braga R,David JM,Stroele V,Campos F,Dantas M
A Blockchain-Based Architecture for Trust in Collaborative 
Scientific Experimentation J. Grid Comput. 2022 20 4 Springer-Verlag Berlin, Heidelberg 2022-12 1570-7873

https://doi.org/10.1007/s10723-022-09626-
x;http://dx.doi.org/10.1007/s10723-022-09626-x 10.1007/s10723-022-09626-x

In scientific collaboration, data sharing, the exchange of ideas and results are essential to knowledge construction and the 
development of science. Hence, we must guarantee interoperability, privacy, traceability (reinforcing transparency), and trust. 
Provenance has been widely recognized for providing a history of the steps taken in scientific experiments. Consequently, we must 
support traceability, assisting in scientific results’ reproducibility. One of the technologies that can enhance trust in collaborative 
scientific experimentation is blockchain. This work proposes an architecture, named BlockFlow, based on blockchain, provenance, 
and cloud infrastructure to bring trust and traceability in the execution of collaborative scientific experiments. The proposed 
architecture is implemented on Hyperledger, and a scenario about the genomic sequencing of the SARS-CoV-2 coronavirus is used 
to evaluate the architecture, discussing the benefits of providing traceability and trust in collaborative scientific experimentation. 
Furthermore, the architecture addresses the heterogeneity of shared data, facilitating interpretation by geographically distributed 
researchers and analysis of such data. Through a blockchain-based architecture that provides support on provenance and blockchain, 
we can enhance data sharing, traceability, and trust in collaborative scientific experiments.
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Journal Article Melo DC,Maximo MR,da Cunha AM
Learning Push Recovery Behaviors for Humanoid Walking 
Using Deep Reinforcement Learning J. Intell. Robotics Syst. 2022 106 1 Kluwer Academic Publishers USA 2022-09 0921-0296

https://doi.org/10.1007/s10846-022-01656-
7;http://dx.doi.org/10.1007/s10846-022-01656-7 10.1007/s10846-022-01656-7

The development of a robust and versatile biped walking engine might be considered one of the hardest problems in Mobile 
Robotics. Even well-developed cities contains obstacles that make the navigation of these agents without a human assistance 
infeasible. Therefore, it is primordial that they be able to restore dynamically their own balance when subject to certain types of 
external disturbances. Thereby, this article contributes with a implementation of a Push Recovery controller that improves the 
walking engine’s performance used by a simulated humanoid agent from RoboCup 3D Soccer Simulation League environment. This 
work applies Proximal Policy Optimization in order to learn a movement policy in this simulator. Our learned policy was able to 
surpass the baselines with statistical significance. Finally, we propose two approaches based on Transfer Learning and Imitation 
Learning to achieve a final policy which performs well across an wide range disturbance directions.

Proximal policy optimization, Robotics, Deep reinforcement 
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Journal Article Borrego-Díaz J,Galán-Páez J
Explainable Artificial Intelligence in Data Science: From 
Foundational Issues Towards Socio-Technical Considerations Minds Mach. 2022 32 3 485–531 Kluwer Academic Publishers USA 2022-09 0924-6495

https://doi.org/10.1007/s11023-022-09603-
z;http://dx.doi.org/10.1007/s11023-022-09603-z 10.1007/s11023-022-09603-z

A widespread need to explain the behavior and outcomes of AI-based systems has emerged, due to their ubiquitous presence. Thus, 
providing renewed momentum to the relatively new research area of eXplainable AI (XAI). Nowadays, the importance of XAI lies in 
the fact that the increasing control transference to this kind of system for decision making -or, at least, its use for assisting 
executive stakeholders- already affects many sensitive realms (as in Politics, Social Sciences, or Law). The decision-making power 
handover to opaque AI systems makes mandatory explaining those, primarily in application scenarios where the stakeholders are 
unaware of both the high technology applied and the basic principles governing the technological solutions. The issue should not be 
reduced to a merely technical problem; the explainer would be compelled to transmit richer knowledge about the system (including 
its role within the informational ecosystem where he/she works). To achieve such an aim, the explainer could exploit, if necessary, 
practices from other scientific and humanistic areas. The first aim of the paper is to emphasize and justify the need for a 
multidisciplinary approach that is beneficiated from part of the scientific and philosophical corpus on Explaining, underscoring the 
particular nuances of the issue within the field of Data Science. The second objective is to develop some arguments justifying the 
authors’ bet by a more relevant role of ideas inspired by, on the one hand, formal techniques from Knowledge Representation and 
Reasoning, and on the other hand, the modeling of human reasoning when facing the explanation. This way, explaining modeling 
practices would seek a sound balance between the pure technical justification and the explainer-explainee agreement.

Symbolic Artificial Intelligence, Data science, Complex 
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Journal Article Gundersen OE,Shamsaliei S,Isdahl RJ
Do Machine Learning Platforms Provide Out-of-the-Box 
Reproducibility? Future Gener. Comput. Syst. 2022 126 C 34–47 Elsevier Science Publishers B. V. NLD 2022-01 0167-739X

https://doi.org/10.1016/j.future.2021.06.014;http://dx.doi.or
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Journal Article Belciug S,Ivanescu RC,Popa SD,Iliescu DG
Doctor/Data Scientist/Artificial Intelligence Communication 
Model. Case Study Procedia Comput. Sci. 2022 214 C 18–25 Elsevier Science Publishers B. V. NLD 2022-01 1877-0509

https://doi.org/10.1016/j.procs.2022.11.143;http://dx.doi.org
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The last two years have taught us that we need to change the way we practice medicine. Due to the COVID-19 pandemic, obstetrics 
and gynecology setting has changed enormously. Monitoring pregnant women prevents deaths and complications. Doctors and 
computer data scientists must learn to communicate and work together to improve patients’ health. In this paper we present a 
good practice example of a competitive/collaborative communication model for doctors, computer scientists and artificial 
intelligence systems, for signaling fetal congenital anomalies in the second trimester morphology scan.
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Conference Paper Lucic A,Bleeker M,de Rijke M,Sinha K,Jullien S,Stojnic R
Towards Reproducible Machine Learning Research in 
Information Retrieval 2022 3459–3461 Association for Computing Machinery New York, NY, USA

Proceedings of the 45th International ACM SIGIR Conference 
on Research and Development in Information Retrieval Madrid, Spain 2022 9,78145E+12

https://doi.org/10.1145/3477495.3532686;http://dx.doi.org/
10.1145/3477495.3532686 10.1145/3477495.3532686

While recent progress in the field of machine learning (ML) and information retrieval (IR) has been significant, the reproducibility of 
these cutting-edge results is often lacking, with many submissions failing to provide the necessary information in order to ensure 
subsequent reproducibility. Despite the introduction of self-check mechanisms before submission (such as the Reproducibility 
Checklist, criteria for evaluating reproducibility during reviewing at several major conferences, artifact review and badging 
framework, and dedicated reproducibility tracks and challenges at major IR conferences, the motivation for executing reproducible 
research is lacking in the broader information community. We propose this tutorial as a gentle introduction to help ensure 
reproducible research in IR, with a specific emphasis on ML aspects of IR research. reproducibility, information retrieval SIGIR '22

Conference Paper Lops P,Musto C,Polignano M
Semantics-Aware Content Representations for Reproducible 
Recommender Systems (SCoRe) 2022 354–356 Association for Computing Machinery New York, NY, USA

Proceedings of the 30th ACM Conference on User Modeling, 
Adaptation and Personalization Barcelona, Spain 2022 9,78145E+12

https://doi.org/10.1145/3503252.3533723;http://dx.doi.org/
10.1145/3503252.3533723 10.1145/3503252.3533723

In the traditional categorization of recommendation techniques, content-based methods are often considered as an alternative to 
the most widely adopted collaborative filtering approaches. Content-based recommender systems suggest items similar to a user 
profile by matching attributes obtained by processing textual content. In order to deal with natural language ambiguity, semantics-
aware representations can help to build more precise representations of users and items, and, in turn, to generate better 
recommendations. This tutorial (i) presents the most recent trends in the area of semantics-aware content-based recommender 
systems, including novel representation methods based on knowledge graphs and embedding techniques, (ii) discusses how to 
implement reproducible pipelines for semantics-aware recommender systems, and (iii) presents a new and comprehensive Python 
framework called ClayRS to deal with semantics-aware recommender systems.

Semantics-aware representations, Reproducibility, 
Accountability UMAP '22

Conference Paper Cooper AF,Frankle J,De Sa C
Non-Determinism and the Lawlessness of Machine Learning 
Code 2022 1–8 Association for Computing Machinery New York, NY, USA

Proceedings of the 2022 Symposium on Computer Science 
and Law Washington DC, USA 2022 9,78145E+12

https://doi.org/10.1145/3511265.3550446;http://dx.doi.org/
10.1145/3511265.3550446 10.1145/3511265.3550446

Legal literature on machine learning (ML) tends to focus on harms, and thus tends to reason about individual model outcomes and 
summary error rates. This focus has masked important aspects of ML that are rooted in its reliance on randomness --- namely, 
stochasticity and non-determinism. While some recent work has begun to reason about the relationship between stochasticity and 
arbitrariness in legal contexts, the role of non-determinism more broadly remains unexamined. In this paper, we clarify the overlap 
and differences between these two concepts, and show that the effects of non-determinism, and consequently its implications for 
the law, become clearer from the perspective of reasoning about ML outputs as distributions over possible outcomes. This 
distributional viewpoint accounts for randomness by emphasizing the possible outcomes of ML. Importantly, this type of reasoning 
is not exclusive with current legal reasoning; it complements (and in fact can strengthen) analyses concerning individual, concrete 
outcomes for specific automated decisions. By illuminating the important role of non-determinism, we demonstrate that ML code 
falls outside of the cyberlaw frame of treating "code as law,'' as this frame assumes that code is deterministic. We conclude with a 
brief discussion of what work ML can do to constrain the potentially harm-inducing effects of non-determinism, and we indicate 
where the law must do work to bridge the gap between its current individual-outcome focus and the distributional approach that 
we recommend.

machine learning, arbitrariness, non-determinism, 
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Journal Article Aroyo L,Lease M,Paritosh P,Schaekermann M Data Excellence for AI: Why Should You Care? Interactions 2022 29 2 66–69 Association for Computing Machinery New York, NY, USA 2022-02 1072-5520
https://doi.org/10.1145/3517337;http://dx.doi.org/10.1145/
3517337 10.1145/3517337

This forum provides a space to engage with the challenges of designing for intelligent algorithmic experiences. We invite articles 
that tackle the tensions between research and practice when integrating AI and UX design. We welcome interdisciplinary debate, 
artful critique, forward-looking research, case studies of AI in practice, and speculative design explorations. --- Juho Kim and 
Henriette Cramer, Editors

Conference Paper Bhattarai P,Ghassemi M,Alhanai T
Open-Source Code Repository Attributes Predict Impact of 
Computer Science Research 2022 Association for Computing Machinery New York, NY, USA

Proceedings of the 22nd ACM/IEEE Joint Conference on 
Digital Libraries Cologne, Germany 2022 9,78145E+12

https://doi.org/10.1145/3529372.3530927;http://dx.doi.org/
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With an increased importance of transparency and reproducibility in computer science research, it has become common to publicly 
release open-source repositories that contain the code, data, and documentation alongside a publication. We study the relationship 
between transparency of a publication (as represented by the attributes of its open-source repository) and its scientific impact (as 
represented by paper citations). Using the Mann-Whitney test and Cliff's delta, we observed a statistically significant difference in 
citations between papers with and without an associated open-source repository. We also observed a statistically significant 
correlation (p < 0.01) between citations and several repository interaction features: Stars, Forks, Subscribers and Issues. Finally, 
using time-series features of repository growth (Stars), we trained a classifier to predict whether a paper would be highly cited (top 
10%) with cross-validated AUROC of 0.8 and AUPRC of 0.65. Our results provide evidence that those who make sustained efforts in 
making their works transparent also tend to have a higher scientific impact.

reproducibility, academic transparency, time-series analysis, 
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Conference Paper Gheran BF,Villarreal-Narvaez S,Vatavu RD,Vanderdonckt J
RepliGES and GEStory: Visual Tools for Systematizing and 
Consolidating Knowledge on User-Defined Gestures 2022 Association for Computing Machinery New York, NY, USA

Proceedings of the 2022 International Conference on 
Advanced Visual Interfaces Frascati, Rome, Italy 2022 9,78145E+12

https://doi.org/10.1145/3531073.3531112;http://dx.doi.org/
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The body of knowledge accumulated by gesture elicitation studies (GES), although useful, large, and extensive, is also 
heterogeneous, scattered in the scientific literature across different venues and fields of research, and difficult to generalize to 
other contexts of use represented by different gesture types, sensing devices, applications, and user categories. To address such 
aspects, we introduce RepliGES, a conceptual space that supports (1) replications of gesture elicitation studies to confirm, extend, 
and complete previous findings, (2) reuse of previously elicited gesture sets to enable new discoveries, and (3) extension and 
generalization of previous findings with new methods of analysis and for new user populations towards consolidated knowledge of 
user-defined gestures. Based on RepliGES, we introduce GEStory, an interactive design space and visual tool, to structure, visualize 
and identify user-defined gestures from a number of 216 published gesture elicitation studies.

reproducibility, repurposing, generalization, replicability, 
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Journal Article Feger SS,Pertiwi C,Bonaiuti E

Research Data Management Commitment Drivers: An 
Analysis of Practices, Training, Policies, Infrastructure, and 
Motivation in Global Agricultural Science Proc.  ACM Hum. -Comput.  Interact. 2022 6 CSCW2 Association for Computing Machinery New York, NY, USA 2022-11

https://doi.org/10.1145/3555213;http://dx.doi.org/10.1145/
3555213 10.1145/3555213

Scientists largely acknowledge the value of research data management (RDM) to enable reproducibility and reuse. But, RDM 
practices are not sufficiently rewarded within the traditional academic reputation economy. Recent work showed that emerging 
RDM tools can offer new incentives and rewards. But, the design of such platforms and scientists' commitment to RDM is 
contingent on additional factors, including policies, training, and several types of personal motivation. To date, studies focused on 
investigating single or few of those RDM components within a given environment. In contrast, we conducted three studies within a 
global agricultural science organization, to provide a more complete account of RDM commitment drivers: one survey study (n = 23) 
and two qualitative explorations of regulatory frameworks (n = 17), as well as motivation, infrastructure, and training components 
(n = 13). Based on the sum of findings, we contribute to the triangulation of a recent RDM commitment evolution model. In 
particular, we find that strong support and suitable tools help develop RDM commitment, while policy conflicts, unclear data 
standards, and multi-platform sharing, lead to unexpected negotiation processes. We expect that these findings will help to better 
understand RDM commitment drivers, refine the RDM commitment evolution model, and benefit its application in science.
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Journal Article Neumann PG Risks to the Public SIGSOFT Softw. Eng. Notes 2022 47 4 9–15 Association for Computing Machinery New York, NY, USA 2022-09 0163-5948
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Edited by PGN (Risks Forum Moderator, with contribu- tions by others as indicated. Opinions are individual rather than 
organizational, with usual disclaimers implied. We ad- dress problems relating to software, hardware, people, and other 
circumstances relevant to computer systems. Ref- erences (R i j) to the online Risks Forum denote RISKS vol i number j. Cited RISKS 
items generally identify contributors and sources, together with URLs. Official RISKS archives are available at www.risks.org, with 
nice html formatting and search engine courtesy of Lindsay Mar- shall at Newcastle: http://catless.ncl.ac.uk/Risks/i.j.html (also 
ftp://www.sri.com/risks). CACM Inside Risks: http://www.csl.sri.com/neumann/insiderisks.html
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Assenmacher D,Weber D,Preuss M,Calero Valdez 
A,Bradshaw A,Ross B,Cresci S,Trautmann H,Neumann 
F,Grimme C

Benchmarking Crisis in Social Media Analytics: A Solution for 
the Data-Sharing Problem Soc. Sci. Comput. Rev. 2022 40 6 1496–1522 Sage Publications, Inc. USA 2022-12 0894-4393
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Computational social science uses computational and statistical methods in order to evaluate social interaction. The public 
availability of data sets is thus a necessary precondition for reliable and replicable research. These data allow researchers to 
benchmark the computational methods they develop, test the generalizability of their findings, and build confidence in their results. 
When social media data are concerned, data sharing is often restricted for legal or privacy reasons, which makes the comparison of 
methods and the replicability of research results infeasible. Social media analytics research, consequently, faces an integrity crisis. 
How is it possible to create trust in computational or statistical analyses, when they cannot be validated by third parties? In this 
work, we explore this well-known, yet little discussed, problem for social media analytics. We investigate how this problem can be 
solved by looking at related computational research areas. Moreover, we propose and implement a prototype to address the 
problem in the form of a new evaluation framework that enables the comparison of algorithms without the need to exchange data 
directly, while maintaining flexibility for the algorithm design.
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Journal Article Breznau N
Integrating Computer Prediction Methods in Social Science: 
A Comment on Hofman et al. (2021) Soc. Sci. Comput. Rev. 2022 40 3 844–853 Sage Publications, Inc. USA 2022-06 0894-4393
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Machine learning and other computer-driven prediction models are one of the fastest growing trends in computational social 
science. These methods and approaches were developed in computer science and with different goals and epistemologies than 
those in social science. The most obvious difference being a focus on prediction versus explanation. Predictive modeling offers great 
potential for improving research and theory development, but its adoption poses some challenges and creates new problems. For 
this reason, Hofman et al. published recommendations for more effective integration of predictive modeling into social science. In 
this communication, I review their recommendations and expand on some additional concerns related to current practices and 
whether prediction can effectively serve the goals of most social scientists. Overall, I argue they provide a sound set of guidelines 
and a classification scheme that will serve those of us working in computational social science.
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Journal Article Longworth S,Chalmers A,Duine M

CiteAb for Researchers and Suppliers: How Identifying 
Product Citations from Publications Can Help Accelerate 
Science Inf. Serv. Use 2022 42 3–4 319–324 IOS Press NLD 2022-01 0167-5265
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The monumental waste of time and money when the incorrect reagent is purchased is a prevalent problem in life science research. 
CiteAb is an innovative technology company that has developed unique data collection technology to identify product citations from 
the scientific literature in order to solve this problem. Citation data powers a search engine which ranks products by citation count. 
This provides researchers with a simple, unbiased and reliable method to identify the best reagent for their experiment. CiteAb then 
saw an opportunity to provide citation-based data products to reagent suppliers and financial companies to maximise their business 
performance, reach and impact. CiteAb technology is estimated to have saved the life science industry $10 billion, ultimately 
helping accelerate science. This success has driven sustained revenue growth with no external investment. This article will give an 
overview of CiteAb’s technology, products, impact and future directions, including the potential for partnerships with publishers.
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Book
SEENG '22: Proceedings of the 4th International Workshop 
on Software Engineering Education for the Next Generation 2022 Association for Computing Machinery New York, NY, USA Pittsburgh, Pennsylvania 2022 9,78145E+12

This workshop, the fourth in the series since ICSE 2017, brings together scholars, educators, and other stakeholders to discuss the 
unique needs and challenges of software engineering education for the next generation. Building on its predecessors, the workshop 
employs a highly interactive format, structured around short presentations to generate discussion topics, an activity to select the 
most interesting topics, and structured breakout sessions to allow participants to address those topics. Proceedings

Conference Paper Front Matter 2022 i–xxxix Springer-Verlag Berlin, Heidelberg

The Semantic Web – ISWC 2022: 21st International 
Semantic Web Conference, Virtual Event, October 23–27, 
2022, Proceedings 2022 9,78303E+12

Journal Article Urkullu A,Pérez A,Calvo B
Statistical Model for Reproducibility in Ranking-Based 
Feature Selection Knowl. Inf. Syst. 2021 63 2 379–410 Springer-Verlag Berlin, Heidelberg 2021-02 0219-1377

https://doi.org/10.1007/s10115-020-01519-
3;http://dx.doi.org/10.1007/s10115-020-01519-3 10.1007/s10115-020-01519-3

The stability of feature subset selection algorithms has become crucial in real-world problems due to the need for consistent 
experimental results across different replicates. Specifically, in this paper, we analyze the reproducibility of ranking-based feature 
subset selection algorithms. When applied to data, this family of algorithms builds an ordering of variables in terms of a measure 
of relevance. In order to quantify the reproducibility of ranking-based feature subset selection algorithms, we propose a model that 
takes into account all the different sized subsets of top-ranked features. The model is fitted to data through the minimization of an 
error function related to the expected values of Kuncheva’s consistency index for those subsets. Once it is fitted, the model provides 
practical information about the feature subset selection algorithm analyzed, such as a measure of its expected reproducibility or its 
estimated area under the receiver operating characteristic curve regarding the identification of relevant features. We test our 
model empirically using both synthetic and a wide range of real data. The results show that our proposal can be used to analyze 
feature subset selection algorithms based on rankings in terms of their reproducibility and their performance.
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Journal Article Daoudi N,Allix K,Bissyandé TF,Klein J
Lessons Learnt on Reproducibility in Machine Learning 
Based Android Malware Detection Empirical Softw. Engg. 2021 26 4 Kluwer Academic Publishers USA 2021-07 1382-3256
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A well-known curse of computer security research is that it often produces systems that, while technically sound, fail operationally. 
To overcome this curse, the community generally seeks to assess proposed systems under a variety of settings in order to make 
explicit every potential bias. In this respect, recently, research achievements on machine learning based malware detection are 
being considered for thorough evaluation by the community. Such an effort of comprehensive evaluation supposes first and 
foremost the possibility to perform an independent reproduction study in order to sharpen evaluations presented by approaches’ 
authors. The question Can published approaches actually be reproduced? thus becomes paramount despite the little interest such 
mundane and practical aspects seem to attract in the malware detection field. In this paper, we attempt a complete reproduction 
of five Android Malware Detectors from the literature and discuss to what extent they are “reproducible”. Notably, we provide 
insights on the implications around the guesswork that may be required to finalise a working implementation. Finally, we discuss 
how barriers to reproduction could be lifted, and how the malware detection field would benefit from stronger reproducibility 
standards—like many various fields already have.
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Journal Article Domínguez-Ríos MÁ,Chicano F,Alba E
Effective Anytime Algorithm for Multiobjective 
Combinatorial Optimization Problems Inf. Sci. 2021 565 C 210–228 Elsevier Science Inc. USA 2021-07 0020-0255
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In multiobjective optimization, the result of an optimization algorithm is a set of efficient solutions from which the decision maker 
selects one. It is common that not all the efficient solutions can be computed in a short time and the search algorithm has to be 
stopped prematurely to analyze the solutions found so far. A set of efficient solutions that are well-spread in the objective space is 
preferred to provide the decision maker with a great variety of solutions. However, just a few exact algorithms in the literature exist 
with the ability to provide such a well-spread set of solutions at any moment: we call them anytime algorithms. We propose a new 
exact anytime algorithm for multiobjective combinatorial optimization combining three novel ideas to enhance the anytime 
behavior. We compare the proposed algorithm with those in the state-of-the-art for anytime multiobjective combinatorial 
optimization using a set of 480 instances from different well-known benchmarks and four different performance measures: the 
overall non-dominated vector generation ratio, the hypervolume, the general spread and the additive epsilon indicator. A 
comprehensive experimental study reveals that our proposal outperforms the previous algorithms in most of the instances.
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Stop Building Castles on a Swamp! The Crisis of 
Reproducing Automatic Search in Evidence-Based Software 
Engineering 2021 16–20 IEEE Press Virtual Event, Spain

Proceedings of the 43rd International Conference on 
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The evidence-based approach has increasingly been employed to synthesize empirical findings from the primary research in 
software engineering. Nevertheless, the reproducibility of evidence-based software engineering (EBSE) studies seems to be 
underemphasized. In our investigation into the automatic search of 311 sample studies, more than 50% of the search strings are 
not reusable; about 87.5% of the search activities (e.g., search field settings) are unrepeatable; and more than 95% of the whole 
automatic search implementations are unreproducible. Considering that searching is a cornerstone of an EBSE study, we are afraid 
that the reproducibility of the current secondary research could be worse than we can imagine. By analyzing and reporting the root 
causes of the aforementioned observations, we urge collaboration and cooperation among all the stakeholders in our community to 
improve the research reproducibility in EBSE.
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Conference Paper Oelen A,Stocker M,Auer S Crowdsourcing Scholarly Discourse Annotations 2021 464–474 Association for Computing Machinery New York, NY, USA 26th International Conference on Intelligent User Interfaces College Station, TX, USA 2021 9,78145E+12
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The number of scholarly publications grows steadily every year and it becomes harder to find, assess and compare scholarly 
knowledge effectively. Scholarly knowledge graphs have the potential to address these challenges. However, creating such graphs 
remains a complex task. We propose a method to crowdsource structured scholarly knowledge from paper authors with a web-
based user interface supported by artificial intelligence. The interface enables authors to select key sentences for annotation. It 
integrates multiple machine learning algorithms to assist authors during the annotation, including class recommendation and key 
sentence highlighting. We envision that the interface is integrated in paper submission processes for which we define three main 
task requirements: The task has to be . We evaluated the interface with a user study in which participants were assigned the task to 
annotate one of their own articles. With the resulting data, we determined whether the participants were successfully able to 
perform the task. Furthermore, we evaluated the interface’s usability and the participant’s attitude towards the interface with a 
survey. The results suggest that sentence annotation is a feasible task for researchers and that they do not object to annotate their 
articles during the submission process.

Structured Scholarly Knowledge, Knowledge Graph 
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Annotations, Web-based Annotation Interface IUI '21

Journal Article
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On Generating Network Traffic Datasets with Synthetic 
Attacks for Intrusion Detection ACM Trans. Priv. Secur. 2021 24 2 Association for Computing Machinery New York, NY, USA 2021-01 2471-2566
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Most research in the field of network intrusion detection heavily relies on datasets. Datasets in this field, however, are scarce and 
difficult to reproduce. To compare, evaluate, and test related work, researchers usually need the same datasets or at least datasets 
with similar characteristics as the ones used in related work. In this work, we present concepts and the Intrusion Detection Dataset 
Toolkit (ID2T) to alleviate the problem of reproducing datasets with desired characteristics to enable an accurate replication of 
scientific results. Intrusion Detection Dataset Toolkit (ID2T) facilitates the creation of labeled datasets by injecting synthetic attacks 
into background traffic. The injected synthetic attacks created by ID2T blend with the background traffic by mimicking the 
background traffic’s properties.This article has three core contributions. First, we present a comprehensive survey on intrusion 
detection datasets. In the survey, we propose a classification to group the negative qualities found in the datasets. Second, the 
architecture of ID2T is revised, improved, and expanded in comparison to previous work. The architectural changes enable ID2T to 
inject recent and advanced attacks, such as the EternalBlue exploit or a peer-to-peer botnet. ID2T’s functionality provides a set of 
tests, known as TIDED, that helps identify potential defects in the background traffic into which attacks are injected. Third, we 
illustrate how ID2T is used in different use-case scenarios to replicate scientific results with the help of reproducible datasets. ID2T 
is open source software and is made available to the community to expand its arsenal of attacks and capabilities.

synthetic dataset, attack injection, datasets, Intrusion 
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Experiments in GUI Visual Design Proc.  ACM Hum. -Comput.  Interact. 2021 5 EICS Association for Computing Machinery New York, NY, USA 2021-05
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With the continuously increasing number and variety of devices, the study of visual design of their Graphical User Interfaces grows 
in importance and scope, particularly for new devices, including smartphones, tablets, and large screens. Conducting a visual design 
experiment typically requires defining and building a GUI dataset with different resolutions for different devices, computing visual 
design measures for the various configurations, and analyzing their results. This workflow is very time- and resource-consuming, 
therefore limiting its reproducibility. To address this problem, we present UiLab, a cloud-based workbench that parameterizes the 
settings for conducting an experiment on visual design of Graphical User Interfaces, for facilitating the design of such experiments 
by automating some workflow stages, and for fostering their reproduction by automating their deployment. Based on requirements 
elicited for UiLab, we define its conceptual model to delineate the borders of services of the software architecture to support the 
new workflow. We exemplify it by demonstrating a system walkthrough and we assess its impact on experiment reproducibility in 
terms of design and development time saved with respect to a classical workflow. Finally, we discuss potential benefits brought by 
this workbench with respect to reproducing experiments in GUI visual design and existing shortcomings to initiate future avenues. 
We publicly release UiLab source code on a GitHub repository.

user interface evaluation, usability evaluation, visual design, 
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A UCSD View on Replication and Reproducibility for CPS & 
IoT 2021 20–25 Association for Computing Machinery New York, NY, USA

Proceedings of the Workshop on Benchmarking Cyber-
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Reproducibility and replicability (R&R) are important for research. Many communities are beginning efforts to reward, incentivize, 
and highlight projects as a motive to adopt R&R practices. This is clearly a good direction - we should all aim to make our research 
sound, replicable, and reproducible. Yet, this involves a lot of effort to document, debug, and generally make the systems that we 
build more usable. Interfacing with the Physical world and building custom Things exacerbates these challenges. Therein lies the 
dilemma: how does the CPS/IoT community reward and incentivize R&R efforts? This paper looks into the question of R&R in 
CPS/IoT. We survey efforts in other fields spanning computing to healthcare and highlight similarities and differences to CPS/IoT. 
We then discuss several exemplar CPS/IoT projects related to UCSD's research and highlight the R&R efforts in these projects, the 
potential ways that they could be improved, and best practices. We finish with recommendations and insights for R&R tailored to 
the CPS/IoT community. open science, reproducibility, replication CPS-IoTBench '21

Conference Paper Feger SS,Woźniak PW,Niess J,Schmidt A
Tailored Science Badges: Enabling New Forms of Research 
Interaction 2021 576–588 Association for Computing Machinery New York, NY, USA Designing Interactive Systems Conference 2021 Virtual Event, USA 2021 9,78145E+12
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Science faces a reproducibility crisis. There is a need to establish open science practices within the academic reputation economy. 
Open Science Badges address this issue by promoting and acknowledging research sharing and documentation. The generic design 
of currently awarded badges enabled their adoption across the sciences. Yet, their general nature makes it difficult to reflect 
individual practices and needs of distinct scientific fields. In this paper, we explore uses and effects of highly tailored badges in 
research data management. We implemented six science badges in a particle physics research preservation service. Our exploration 
showed that scientists were open to encouraging valuable scientific practices through tailored science badges. They described 
entirely new opportunities for interaction with research repositories. We present design implications for systems that promote 
reproducibility, related to meaningful criteria, repository navigation, and content discovery. Finally, we discuss the scope and uses of 
tailored science badges in modern science.

Visibility., Motivation, Discovery, Navigation, Tailored 
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Conference Paper Schmid K

If You Want Better Empirical Research, Value Your Theory: 
On the Importance of Strong Theories for Progress in 
Empirical Software Engineering Research 2021 359–364 Association for Computing Machinery New York, NY, USA Evaluation and Assessment in Software Engineering Trondheim, Norway 2021 9,78145E+12
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Scientific progress comes from creating sound theories. However, current software engineering still mostly falls short of this goal, 
although its importance is widely accepted. Thus, in this paper, we discuss the importance of a successful interaction of empirical 
research with a strong theoretical basis and the ramifications this has. In particular, we will extensively discuss the implications on 
theory building and the empirical vs. theory interaction, etc. While not everything we will discuss is novel, we present a number of 
insights, which we at least did not see in software engineering literature. We strongly believe that a careful consideration of the 
insights discussed in this paper has the potential to lead to a significant improvement in software engineering research.

Theory building, Software engineering theories, Scientific 
inquiry cycle, Theory-empirism relation, Hidden concepts, 
Managing research knowledge EASE 2021

Journal Article López-ibáñez M,Branke J,Paquete L Reproducibility in Evolutionary Computation ACM Trans. Evol. Learn. Optim. 2021 1 4 Association for Computing Machinery New York, NY, USA 2021-10 2688-299X
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3466624 10.1145/3466624

Experimental studies are prevalent in Evolutionary Computation (EC), and concerns about the reproducibility and replicability of such 
studies have increased in recent times, reflecting similar concerns in other scientific fields. In this article, we discuss, within the 
context of EC, the different types of reproducibility and suggest a classification that refines the badge system of the Association of 
Computing Machinery (ACM) adopted by ACM Transactions on Evolutionary Learning and Optimization (TELO). We identify cultural 
and technical obstacles to reproducibility in the EC field. Finally, we provide guidelines and suggest tools that may help to overcome 
some of these reproducibility obstacles.

empirical study, benchmarking, reproducibility, Evolutionary 
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Journal Article Sanyal DK,Bhowmick PK,Das PP
A Review of Author Name Disambiguation Techniques for 
the PubMed Bibliographic Database J. Inf. Sci. 2021 47 2 227–254 Sage Publications, Inc. USA 2021-04 0165-5515
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Author names in bibliographic databases often suffer from ambiguity owing to the same author appearing under different names 
and multiple authors possessing similar names. It creates difficulty in associating a scholarly work with the person who wrote it, 
thereby introducing inaccuracy in credit attribution, bibliometric analysis, search-by-author in a digital library and expert discovery. A 
plethora of techniques for disambiguation of author names has been proposed in the literature. In this article, we focus on the 
research efforts targeted to disambiguate author names specifically in the PubMed bibliographic database. We believe this 
concentrated review will be useful to the research community because it discusses techniques applied to a very large real database 
that is actively used worldwide. We make a comprehensive survey of the existing author name disambiguation (AND) approaches 
that have been applied to the PubMed database: we organise the approaches into a taxonomy; describe the major characteristics of 
each approach including its performance, strengths, and limitations; and perform a comparative analysis of them. We also identify 
the datasets from PubMed that are publicly available for researchers to evaluate AND algorithms. Finally, we outline a few 
directions for future work.

classification, MEDLINE, clustering, digital library, Author 
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Conference Paper Wilsdorf P,Haack F,Uhrmacher AM Conceptual Models in Simulation Studies: Making It Explicit 2021 2353–2364 IEEE Press Orlando, Florida Proceedings of the Winter Simulation Conference 2021 9,78173E+12

Conceptual models play an important role in conducting simulation studies. A formal or at least explicit specification of conceptual 
models is key for effectively exploiting them during simulation studies and thereafter, for interpreting and reusing the simulation 
results. However, the perception of conceptual models varies strongly and with it possible means for specification. A broad 
definition of the conceptual model, i.e., as a loose collection of early-stage products of the simulation study, holds the potential to 
unify existing definitions, but also poses specific challenges for specification. To approach these challenges, without claiming to be 
exhaustive, we identify a set of products, which includes research question, data, and requirements, and define relations and 
properties of these products. Based on a cell biological case study and a prototypical implementation, we show how the formal 
structuring of the conceptual model assists in building a simulation model. WSC '20

Journal Article Yu SY,Chhetri SR,Canedo A,Goyal P,Al Faruque MA Pykg2vec: A Python Library for Knowledge Graph Embedding J. Mach. Learn. Res. 2021 22 1 JMLR.org 2021-01 1532-4435

Pykg2vec is a Python library for learning the representations of the entities and relations in knowledge graphs. Pykg2vec's exible and 
modular software architecture currently implements 25 state-of-the-art knowledge graph embedding algorithms, and is designed 
to easily incorporate new algorithms. The goal of pykg2vec is to provide a practical and educational platform to accelerate research 
in knowledge graph representation learning. Pykg2vec is built on top of PyTorch and Python's multiprocessing framework and 
provides modules for batch generation, Bayesian hyperparameter optimization, evaluation of KGE tasks, embedding, and result 
visualization. Pykg2vec is released under the MIT License and is also available in the Python Package Index (PyPI). knowledge graph embedding, representation learning

Journal Article Polonioli A

In Search of Better Science: On the Epistemic Costs of 
Systematic Reviews and the Need for a Pluralistic Stance to 
Literature Search Scientometrics 2020 122 2 1267–1274 Springer-Verlag Berlin, Heidelberg 2020-02 0138-9130
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This paper reviews the current status of academic search engines and emerging trends in scientific information retrieval and argues 
for two key claims. First, since systematic searches rely on the widespread use of academic search engines and the latter are 
generally not powered by cutting-edge Artificial Intelligence (AI) and not well-positioned to further the goals of findability and 
discoverability, there are some non-trivial epistemic costs associated with the tradition of systematic search. Second, while 
narrative reviews are typically criticized because of their lack of transparency, accountability, and reproducibility, they do deserve a 
place in scientific research. Specifically, once narrative reviews are properly understood as enabled by modern tools such as non-
academic search engines, AI-powered recommender systems and academic social networks, it is possible to appreciate how these 
can indeed further the goal of literature discoverability. The upshot of this piece is that there are multiple goals and trade-offs 
involved in the process of scientific document search and that we should acknowledge virtues and limitations of different 
approaches to information retrieval and be prepared to welcome their combined use.

Journal Article Seeber M
How Do Journals of Different Rank Instruct Peer Reviewers? 
Reviewer Guidelines in the Field of Management Scientometrics 2020 122 3 1387–1405 Springer-Verlag Berlin, Heidelberg 2020-03 0138-9130

https://doi.org/10.1007/s11192-019-03343-
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Current knowledge on peer review consists of general formulations of its goals and micro level accounts of its practice, while 
journals’ attempts to guide and shape peer review have hardly been investigated so far. This article addresses this gap by studying 
the content of the reviewer guidelines (RG) of 46 journals in the field of management, as editors may use guidelines to nudge 
reviewers considering all relevant criteria, properly, and consistently with the needs of the journal. The analysis reveals remarkable 
differences between the instructions for reviewers of journals of different rank. Average and low rank journals mostly use 
evaluation forms, they emphasize the empirical contribution and the quality of communication. RG of high rank journals are texts; 
they stress the theoretical contribution and methodological validity in strict terms. RG of very high rank journals stand even further 
apart, as they include 45% less gatekeeping instructions but four times more developmental instructions. While developmental 
instructions may help retaining the most innovative contributions, the fact that they are common only in very high rank journals may 
represent another case of cumulative advantage in science.

Peer review, Developmental, Sociology of science, Ranking, 
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Journal Article Cockburn A,Dragicevic P,Besançon L,Gutwin C Threats of a Replication Crisis in Empirical Computer Science Commun. ACM 2020 63 8 70–79 Association for Computing Machinery New York, NY, USA 2020-07 0001-0782
https://doi.org/10.1145/3360311;http://dx.doi.org/10.1145/
3360311 10.1145/3360311 Research replication only works if there is confidence built into the results.

Journal Article Suran S,Pattanaik V,Draheim D
Frameworks for Collective Intelligence: A Systematic 
Literature Review ACM Comput. Surv. 2020 53 1 Association for Computing Machinery New York, NY, USA 2020-02 0360-0300
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Over the last few years, Collective Intelligence (CI) platforms have become a vital resource for learning, problem solving, decision-
making, and predictions. This rising interest in the topic has to led to the development of several models and frameworks available 
in published literature. Unfortunately, most of these models are built around domain-specific requirements, i.e., they are often 
based on the intuitions of their domain experts and developers. This has created a gap in our knowledge in the theoretical 
foundations of CI systems and models, in general. In this article, we attempt to fill this gap by conducting a systematic review of CI 
models and frameworks, identified from a collection of 9,418 scholarly articles published since 2000. Eventually, we contribute by 
aggregating the available knowledge from 12 CI models into one novel framework and present a generic model that describes CI 
systems irrespective of their domains. We add to the previously available CI models by providing a more granular view of how 
different components of CI systems interact. We evaluate the proposed model by examining it with respect to six popular, ongoing 
CI initiatives available on the Web.

crowdsourcing, wisdom of crowds, Collective intelligence, 
human computer interaction, systematic literature review, 
Web 2.0

Journal Article Bonneel N,Coeurjolly D,Digne J,Mellado N Code Replicability in Computer Graphics ACM Trans. Graph. 2020 39 4 Association for Computing Machinery New York, NY, USA 2020-08 0730-0301
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Being able to duplicate published research results is an important process of conducting research whether to build upon these 
findings or to compare with them. This process is called "replicability" when using the original authors' artifacts (e.g., code), or 
"reproducibility" otherwise (e.g., re-implementing algorithms). Reproducibility and replicability of research results have gained a lot 
of interest recently with assessment studies being led in various fields, and they are often seen as a trigger for better result 
diffusion and transparency. In this work, we assess replicability in Computer Graphics, by evaluating whether the code is available 
and whether it works properly. As a proxy for this field we compiled, ran and analyzed 151 codes out of 374 papers from 2014, 2016 
and 2018 SIGGRAPH conferences. This analysis shows a clear increase in the number of papers with available and operational 
research codes with a dependency on the subfields, and indicates a correlation between code replicability and citation count. We 
further provide an interactive tool to explore our results and evaluation data.
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Journal Article Feinberg M,Sutherland W,Nelson SB,Jarrahi MH,Rajasekar A
The New Reality of Reproducibility: The Role of Data Work 
in Scientific Research Proc.  ACM Hum. -Comput.  Interact. 2020 4 CSCW1 Association for Computing Machinery New York, NY, USA 2020-05
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Although reproducibility--the idea that a valid scientific experiment can be repeated with similar results--is integral to our 
understanding of good scientific practice, it has remained a difficult concept to define precisely. Across scientific disciplines, the 
increasing prevalence of large datasets, and the computational techniques necessary to manage and analyze those datasets, has 
prompted new ways of thinking about reproducibility. We present findings from a qualitative study of a NSF--funded two-week 
workshop developed to introduce an interdisciplinary group of domain scientists to data-management techniques for data-intensive 
computing, with a focus on reproducible science. Our findings suggest that the introduction of data-related activities promotes a 
new understanding of reproducibility as a mechanism for local knowledge transfer and collaboration, particularly as regards 
efficient software reuse.
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Companion Proceedings of the 12th ACM SIGCHI Symposium 
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Graphical User Interfaces are the most common way of interaction with the devices we use in our everyday life. Given the 
important and long-lasting impact that the visual design of GUIs has on User Experience, its experimental study is of high 
importance. However, this activity suffers from a lack of reproducibility of experimental results due to the significant amount of 
time and resources to conduct such experiments and create datasets. To address this problem, this thesis aims at developing an 
application which purpose is to facilitate the construction of datasets in the context of experimental studies of GUIs. The 
application parameterizes the design of experimental studies related to GUIs and automates various steps in order to facilitate 
their deployment and to foster their reproducibility. We explain the research approach, the workflows and features underlying the 
application. Finally, we discuss the current state of the thesis and the future work to be achieved.

experimental studies, reproducibility, graphical user 
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Conference Paper Zhu Y,Wang YX
Improving Sparse Vector Technique with Renyi Differential 
Privacy 2020 Curran Associates Inc. Red Hook, NY, USA

Proceedings of the 34th International Conference on Neural 
Information Processing Systems Vancouver, BC, Canada 2020 9,78171E+12

The Sparse Vector Technique (SVT) is one of the most fundamental algorithmic tools in differential privacy (DP). It also plays a 
central role in the state-of-the-art algorithms for adaptive data analysis and model-agnostic private learning. In this paper, we 
revisit SVT from the lens of Renyi differential privacy, which results in new privacy bounds, new theoretical insight and new variants 
of SVT algorithms. A notable example is a Gaussian mechanism version of SVT, which provides better utility over the standard 
(Laplace-mechanism-based) version thanks to its more concentrated noise. Extensive empirical evaluation demonstrates the merits 
of Gaussian SVT over the Laplace SVT and other alternatives, which encouragingly suggests that using Gaussian SVT as a drop-in 
replacement could make SVT-based algorithms more practical in downstream tasks. NIPS'20
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2020, Proceedings, Part I Athens, Greece 2020 9,78303E+12
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The Semantic Web – ISWC 2020: 19th International 
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Journal Article Lindauer M,Hutter F
Best Practices for Scientific Research on Neural Architecture 
Search J. Mach. Learn. Res. 2020 21 1 JMLR.org 2020-01 1532-4435

Finding a well-performing architecture is often tedious for both deep learning practitioners and researchers, leading to tremendous 
interest in the automation of this task by means of neural architecture search (NAS). Although the community has made major 
strides in developing better NAS methods, the quality of scientific empirical evaluations in the young field of NAS is still lacking 
behind that of other areas of machine learning. To address this issue, we describe a set of possible issues and ways to avoid them, 
leading to the NAS best practices checklist available at http://automl.org/nas_checklist.pdf.

empirical evaluation, neural architecture search, scientific 
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Standard Computational Neuroscience Pipeline 2019 7–12 Association for Computing Machinery New York, NY, USA
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Rapid increase in data volume, compounded by the reproducibility crisis, has led to the need to automate both experimental and 
computational aspects of neuroscience investigations. Automating neuroscience investigations enables an unprecedented ability to 
record and inspect how results were achieved. Here we review some of our recent work to integrate provenance and reproducibility 
measures into a tool called NeuroManager that automates a standard computational neuroscience pipeline, unifying the 
experiment--data--modeling--analysis cycle and allowing the scientist to focus on model evolution. Through a flexible daily 
workflow that leverages servers, clusters, and clouds simultaneously, NeuroManager automates manual tasks including database 
access, job submission, simulation scheduling, and preservation of provenance. workflow, neuroinformatics, modeling, provenance P-RECS '19

Conference Paper Hamm P,Harborth D,Pape S
A Systematic Analysis of User Evaluations in Security 
Research 2019 Association for Computing Machinery New York, NY, USA

Proceedings of the 14th International Conference on 
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We conducted a literature survey on reproducibility and replicability of user surveys in security research. For that purpose, we 
examined all papers published over the last five years at three leading security research conferences and recorded the type of study 
and whether the authors made the underlying responses available as open data, as well as if they published the used questionnaire 
respectively interview guide. We uncovered how user surveys become more widespread in security research and how authors and 
conferences are increasingly publishing their methodologies, while we had no examples of data being made available. Based on 
these findings, we recommend that future researchers publish their data in addition to their results to facilitate replication and 
ensure a firm basis for user studies in security research.

qualitative methods, systematic literature review, user 
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EU Data Protection Law: An Ally for Scientific 
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This keynote will introduce some of the key concepts of European data protection law, and clarify how and why this is not 
equivalent with privacy law. Next, I will explain why and how EU data protection law could enhance the methodological integrity of 
machine learning applications, also in the domain of multimedia.The question is, first, how the General Data Protection Regulation 
(GDPR) applies to inferences captured from multimedia data. This raises a number of questions. Does it matter whether such data 
has been made public by the person it relates to? Does processing personal data always require consent? What counts as valid 
consent? What if the inferences are mere statistics? What does the prohibition of processing 'sensitive data' (ethnicity, health) 
mean for multimedia analytics? This keynote will provide a crash course in the underlying 'logic' of the GDPR [3], with a focus on 
what is relevant for inferences based on multimedia content and metadata. I will uncover the purpose limitation principle as the 
guiding rationale of EU data protection law, protecting individuals against incorrect, unfair or unwarranted targeting.In the second 
part of the keynote I will explain how the purpose limitation principle relates to machine learning research design, requiring keen 
attention to specific aspects of methodological integrity [2]. These may concern p-hacking, data dredging, or cherry picking 
performance metrics, and connect with the reproducibility crisis in machine learning that is on the verge of destroying the reliability 
of ML applications [1]. general data protection regulation, machine learning MM '19
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This position paper identifies a crucial opportunity for the reciprocal exchange of methods, data and phenomena between 
conversation analysis (CA), ethnomethodology (EM) and computer science (CS). Conventional CS classification of sentiment, tone of 
voice, or personality do not address what people do with language or the paired sequences that organize actions into social 
interaction. We argue that CA and EM can innovate and substantially enhance the scope of the dominant CS approaches to big 
interactional data if artificial intelligence-based natural language processing systems are trained using CA annotated data to do 
what we call natural action processing.

Ethnomethodology, Conversation Analysis, Social Interaction, 
Artificial Agents HTTF 2019
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Discovering Empirically-Based Best Practices in Computing 
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Though some empirically-driven best practices in computing education exist, there are legitimate and serious concerns about the 
dearth of studies that have been replicated and/or reproduced in the sciences, including education science and computing 
education. Without the empirical evidence that comes from replicated, reproduced or meta-analytic studies to provide further 
verification that a particular practice is effective, the computing education research community may be unintentionally propagating 
poor practices driven by false findings derived from individual studies. Propagation of these practices can lead to distrust by 
practitioners, eroding the relationship between often well-intentioned researchers who want to help inform and shape the practice 
and those in the classrooms teaching, policymakers, and administrators. Therefore, it is incumbent on us as a community to 
seriously consider the state of our research practice, the challenges the community faces due to the lack of empirical evidence 
coming from our published studies, and how the community can have a broader discussion to evolve the field into a stronger 
practice. This short paper contains some foundational terminology and provides evidence of the lack of replication, reproducibility, 
and meta-analytic studies in general and in computing education. A summary of potential solutions is also proposed that can be 
explored in an effort to help frame a larger discussion of this issue with the goal of considering next steps needed to mature our 
field.

research, meta-analysis, K-12, Replication, secondary 
education, open science, data synthesis, datasets, primary 
education, transparency, reproducibility, post-secondary Koli Calling '19

Journal Article Raza K,Ahmad S
Recent Advancement in Next-Generation Sequencing 
Techniques and Its Computational Analysis Int. J. Bioinformatics Res. Appl. 2019 15 3 191–220 Inderscience Publishers Geneva 15, CHE 2019-01 1744-5485

https://doi.org/10.1504/ijbra.2019.101205;http://dx.doi.org/
10.1504/ijbra.2019.101205 10.1504/ijbra.2019.101205

Next-generation sequencing (NGS), a recently evolved technology, has served a lot in the research and development sector of our 
society. This novel approach is a newbie and has critical advantages over the traditional capillary electrophoresis (CE)-based Sanger 
sequencing. The advancement of NGS has led to numerous important discoveries, which could have been costlier and time taking in 
case of traditional CE-based Sanger sequencing. NGS methods are highly parallelised enabling to sequence thousands to millions of 
molecules simultaneously. This technology results into huge amount of data that need to be analysed to conclude valuable 
information. Specific data analysis algorithms are written for specific task to be performed. The algorithms in group act as a tool 
for analysing the NGS data. The analysis of NGS data unravels important clues in quest for the treatment of various life-threatening 
diseases: improved crop varieties and other related scientific problems related to human welfare. In this review, an effort was 
made to address basic background of NGS technologies, possible applications, computational approaches and tools involved in NGS 
data analysis, future opportunities and challenges in the area.

massive parallel sequencing, computational analysis, RNA-
Seq, variant discovery, DNA-Seq

Conference Paper Front Matter 2019 i–xviii Springer-Verlag Berlin, Heidelberg

Perspectives of System Informatics: 12th International 
Andrei P. Ershov Informatics Conference, PSI 2019, 
Novosibirsk, Russia, July 2–5, 2019, Revised Selected Papers Novosibirsk, Russia 2019 9,78303E+12



Journal Article Nadin M Rethinking the Experiment: Necessary (R)Evolution AI Soc. 2018 33 4 467–485 Springer-Verlag Berlin, Heidelberg 2018-11 0951-5666
https://doi.org/10.1007/s00146-017-0705-
8;http://dx.doi.org/10.1007/s00146-017-0705-8 10.1007/s00146-017-0705-8

The current assumptions of knowledge acquisition brought about the crisis in the reproducibility of experiments. A complementary 
perspective should account for the specific causality characteristic of life by integrating past, present, and future. A "second 
Cartesian revolution," informed by and in awareness of anticipatory processes, should result in scientific methods that transcend 
the theology of determinism and reductionism. In our days, science, itself an expression of anticipatory activity, makes possible 
alternative understandings of reality and its dynamics. For this purpose, the study advances G-complexity for defining and 
comparing decidable and undecidable knowledge. AI and related computational expressions of knowledge could benefit from the 
awareness of what distinguishes the dynamics of life from any other expressions of change.

Anticipation, Decidability, Experiment, Non-deterministic, 
Reproducibility

Journal Article Kanterakis A,Karacapilidis N,Koumakis L,Potamias G
On the Development of an Open and Collaborative 
Bioinformatics Research Environment Procedia Comput. Sci. 2018 126 C 1062–1071 Elsevier Science Publishers B. V. NLD 2018-01 1877-0509

https://doi.org/10.1016/j.procs.2018.08.043;http://dx.doi.org
/10.1016/j.procs.2018.08.043 10.1016/j.procs.2018.08.043

This paper reports on the development of a self-sustaining and community-responsive platform that streamlines the wealth of 
available open Bioinformatics resources to accelerate multi-disciplinary collaboration and boost innovation in post-genomics 
biomedical research. Our approach adopts the principles of reproducible, reusable and remixable computer-aided research, and 
builds on top of state-of-the-art concepts and converging technologies for simple, fast and scalable specification and execution of 
scientific workflows. The proposed platform enables innovative networking and community building among researchers, facilitates 
knowledge sharing and co-creation, assures better-informed collaboration, and expedites gaining of insights. Paying particular 
attention to the issues of data and research provenance and attribution, the platform integrates a set of innovative services for the 
management of research resources and competences. The overall approach ensures the interoperability of the abovementioned 
resources and services from a technical, conceptual and user interface point of view.

Collaborative Systems, Open-Science, Bioinformatics, Data 
Analytics

Conference Paper Curtis C,Grissom D,Brisk P A Compiler for Cyber-Physical Digital Microfluidic Biochips 2018 365–377 Association for Computing Machinery New York, NY, USA
Proceedings of the 2018 International Symposium on Code 
Generation and Optimization Vienna, Austria 2018 9,78145E+12

https://doi.org/10.1145/3168826;http://dx.doi.org/10.1145/
3168826 10.1145/3168826

Programmable microfluidic laboratories-on-a-chip (LoCs) offer the benefits of automation and miniaturization to the life sciences. 
This paper presents an updated version of the BioCoder language and a fully static (offline) compiler that can target an emerging 
class of LoCs called Digital Microfluidic Biochips (DMFBs), which manipulate discrete droplets of liquid on a 2D electrode grid. The 
BioCoder language and runtime execution engine leverage advances in sensor integration to enable specification, compilation, and 
execution of assays (bio-chemical procedures) that feature online decision-making based on sensory data acquired during assay 
execution. The compiler features a novel hybrid intermediate representation (IR) that interleaves fluidic operations with 
computations performed on sensor data. The IR extends the traditional notions of liveness and interference to fluidic variables and 
operations, as needed to target the DMFB, which itself can be viewed as a spatially reconfigurable array. The code generator 
converts the IR into the following: (1) a set of electrode activation sequences for each basic block in the control flow graph (CFG); 
(2) a set of computations performed on sensor data, which dynamically determine the result of each control flow operation; and (3) 
a set of electrode activation sequences for each control flow transfer operation (CFG edge). The compiler is validated using a 
software simulator which produces animated videos of realistic bioassay execution on a DMFB. Domain-specific language, Digital Microfluidics CGO 2018

Conference Paper Lebis A,Lefevre M,Luengo V,Guin N

Capitalisation of Analysis Processes: Enabling 
Reproducibility, Openness and Adaptability Thanks to 
Narration 2018 245–254 Association for Computing Machinery New York, NY, USA

Proceedings of the 8th International Conference on Learning 
Analytics and Knowledge Sydney, New South Wales, Australia 2018 9,78145E+12

https://doi.org/10.1145/3170358.3170408;http://dx.doi.org/
10.1145/3170358.3170408 10.1145/3170358.3170408

Analysis processes of learning traces, used to gain important pedagogical insights, are yet to be easily shared and reused. They face 
what is commonly called a reproducibility crisis. From our observations, we identify two important factors that may be the cause of 
this crisis: technical constraints due to runnable necessities, and context dependencies. Moreover, the meaning of the 
reproducibility itself is ambiguous and a source of misunderstanding. In this paper, we present an ontological framework dedicated 
to taking full advantage of already implemented educational analyses. This framework shifts the actual paradigm of analysis 
processes by representing them from a narrative point of view, instead of a technical one. This enables a formal description of 
analysis processes with high-level concepts. We show how this description is performed, and how it can help analysts. The goal is 
to empower both expert and non-expert analysis stakeholders with the possibility to be involved in the elaboration of analysis 
processes and their reuse in different contexts, by improving both human and machine understanding of these analyses. This 
possibility is known as the capitalisation of analysis processes of learning traces.

context, capitalization, reuse, adaptability, analysis 
processes of learning traces, reproducibility, openness, 
ontology, learning analytics LAK '18

Conference Paper Xu H,Zhang N Confidence Levels for Empirical Research Using Twitter Data 2018 Association for Computing Machinery New York, NY, USA Proceedings of the Technology, Mind, and Society Washington, DC, USA 2018 9,78145E+12
https://doi.org/10.1145/3183654.3183684;http://dx.doi.org/
10.1145/3183654.3183684 10.1145/3183654.3183684

Concerns of a "reproducibility crisis" in scientific research have become increasingly prevalent. The field of meta science - the 
scientific study of science itself - is thriving and has examined the existence and prevalence of threats to reproducible and robust 
research in designed experiments or surveys. Nonetheless, largely missing are replication efforts devoted to examining empirical 
studies with "organic data" - e.g., data organically generated by ubiquitous sensors or mobile applications, twitter feeds, click 
streams, etc. Given the growing popularity of using Twitter as the source of research data in psychology, we must take proper care 
of the data handling process if Twitter as a data source is to be a robust, reliable, and reproducible endeavor into the future. Our 
research studies scholarly publications in psychology to establish the confidence (or the lack thereof) in their handling practices of 
Twitter data. Replicability, Organic data, Twitter, Reproducibility TechMindSociety '18

Conference Paper Wilkinson D,Oliveira L,Mossé D,Childers B
Software Provenance: Track the Reality Not the Virtual 
Machine 2018 Association for Computing Machinery New York, NY, USA

Proceedings of the First International Workshop on Practical 
Reproducible Evaluation of Computer Systems Tempe, AZ, USA 2018 9,78145E+12

https://doi.org/10.1145/3214239.3214244;http://dx.doi.org/
10.1145/3214239.3214244 10.1145/3214239.3214244

The growing use of computers and massive storage by individuals is driving interest in digital preservation. The scientific method 
demands accountability through digital reproducibility, adding another strong motivation for preservation. However, data alone can 
become obsolete if the interactivity of software required to interpret the data is lost. Virtual machines (VMs) may preserve 
interactivity however do so at the cost of obscuring the nature of what lies within. Occam, instead, builds VMs on-the-fly while 
storing and distributing well-described software packages. Thus, the system can track the exact components inside VMs without 
storing the machines themselves, allowing software to be repeatably built and executed. For Occam to recreate VMs, it needs to 
know exactly what software was used within. Through this tracking, such software can even be modified and rebuilt. Occam keeps 
track of all such components in manifests, allowing anybody to know exactly what is in each VM, and the origins of each component. P-RECS'18

Conference Paper Oliveira L,Wilkinson D,Mossé D,Childers B Supporting Long-Term Reproducible Software Execution 2018 Association for Computing Machinery New York, NY, USA
Proceedings of the First International Workshop on Practical 
Reproducible Evaluation of Computer Systems Tempe, AZ, USA 2018 9,78145E+12

https://doi.org/10.1145/3214239.3214245;http://dx.doi.org/
10.1145/3214239.3214245 10.1145/3214239.3214245

A recent widespread realization that software experiments are not as easily replicated as once believed brought software execution 
preservation to the science spotlight. As a result, scientists, institutions, and funding agencies have recently been pushing for the 
development of methodologies and tools that preserve software artifacts. Despite current efforts, long term reproducibility still 
eludes us.In this paper, we present the requirements for software execution preservation and discuss how to improve long-term 
reproducibility in science. In particular, we discuss the reasons why preserving binaries and pre-built execution environments is not 
enough and why preserving the ability to replicate results is not the same as preserving software for reproducible science. Finally, 
we show how these requirements are supported by Occam, an open curation framework that fully preserves software and its 
dependencies from source to execution, promoting transparency, longevity, and re-use. Specifically, Occam provides the ability to 
automatically deploy workflows in a fully-functional environment that is able to not only run them, but make them easily replicable. P-RECS'18

Conference Paper Taylor SJ,Eldabi T,Monks T,Rabe M,Uhrmacher AM
Crisis, What Crisis: Does Reproducibility in Modeling & 
Simulation Really Matter? 2018 749–762 IEEE Press Gothenburg, Sweden Proceedings of the 2018 Winter Simulation Conference 2018

How important it is to our discipline that we can reproduce the results of Modeling & Simulation (M&S) research? How important is 
it to be able to (re)use the models, data, and methods described in simulation publications to reproduce published results? Is it 
really that important or are the lessons and experiences described in a paper enough for us to build on the work of others? At the 
2016 Winter Simulation Conference, a panel considered opinions on reproducibility in discrete-event simulation. This article builds 
on these and asks if there really is a reproducibility crisis in M&S? A diverse range of views on the subject are presented including 
reflections on the reproducibility in terms of the art and science of simulation, the frustrations of poor reproducibility, perspectives 
from the industrial production & logistics community, the wider context of open science and artefact sharing, and the role of 
provenance beyond reproducibility. WSC '18

Conference Paper Mania H,Guy A,Recht B
Simple Random Search of Static Linear Policies is 
Competitive for Reinforcement Learning 2018 1805–1814 Curran Associates Inc. Red Hook, NY, USA

Proceedings of the 32nd International Conference on Neural 
Information Processing Systems Montréal, Canada 2018

Model-free reinforcement learning aims to offer off-the-shelf solutions for controlling dynamical systems without requiring models 
of the system dynamics. We introduce a model-free random search algorithm for training static, linear policies for continuous 
control problems. Common evaluation methodology shows that our method matches state-of-the-art sample efficiency on the 
benchmark MuJoCo locomotion tasks. Nonetheless, more rigorous evaluation reveals that the assessment of performance on these 
benchmarks is optimistic. We evaluate the performance of our method over hundreds of random seeds and many different 
hyperparameter configurations for each benchmark task. This extensive evaluation is possible because of the small computational 
footprint of our method. Our simulations highlight a high variability in performance in these benchmark tasks, indicating that 
commonly used estimations of sample efficiency do not adequately evaluate the performance of RL algorithms. Our results stress 
the need for new baselines, benchmarks and evaluation methodology for RL algorithms. NIPS'18

Conference Paper Franceschini R,Bisgambiglia PA,Hill DR
Reproducibility Study of a PDEVS Model Application to Fire 
Spreading 2018 Society for Computer Simulation International San Diego, CA, USA Proceedings of the 50th Computer Simulation Conference Bordeaux, France 2018

The results of a scientific experiment have to be reproduced to be valid. The scientific method is well known in experimental 
sciences but it is not always the case for computer scientists. Recent publications and studies has shown that there is a significant 
reproducibility crisis in Biology and Medicine. This problem has also been demonstrated for hundreds of publications in computer 
science where only a limited set of publication results could be reproduced. In this paper we present the reproducibility challenge 
and we examine the reproducibility of a Parallel Discrete Event System Specification (PDEVS) model with two different execution 
frameworks. simulation, fire-spreading, reproducibility, PDEVS SummerSim '18

Journal Article
Lastra-Daz JJ,Garca-Serrano A,Batet M,Fernndez M,Chirigati 
F HESML Inf. Syst. 2017 66 C 97–118 Elsevier Science Ltd. GBR 2017-06 0306-4379

https://doi.org/10.1016/j.is.2017.02.002;http://dx.doi.org/10
.1016/j.is.2017.02.002 10.1016/j.is.2017.02.002

This work is a detailed companion reproducibility paper of the methods and experiments proposed in three previous works by Lastra-
Daz and Garca-Serrano, which introduce a set of reproducible experiments on word similarity based on HESML and ReproZip with 
the aim of exactly reproducing the experimental surveys in the aforementioned works.This work introduces a new representation 
model for taxonomies called PosetHERep, and a Java software library called Half-Edge Semantic Measures Library (HESML) based 
on it, which implements most ontology-based semantic similarity measures and Information Content (IC) models based on 
WordNet reported in the literature.PosetHERep proposes a memory-efficient representation for taxonomies which linearly scales 
with the size of the taxonomy and provides an efficient implementation of a large set of topological queries and graph-based 
algorithms, which is an adaptation of the half-edge data structure commonly used to represent discrete manifolds and planar 
graphs in computational geometry.This work also introduces a replication framework and dataset, called WNSimRep v1, which is 
provided as supplementary material and whose aim is to assist the exact replication of most similarity measures and IC models 
reported in the literature.Finally, this work introduces an experimental survey on the performance and scalability of the most recent 
state-of-the-art semantic measures libraries. This latter experimental survey confirms the statistically significant outperformance 
of HESML on the state-of-the-art libraries in terms of performance and scalability, as well as the possibility to improve significantly 
the performance and scalability of the semantic measures libraries without caching using PosetHERep. This work is a detailed 
companion reproducibility paper of the methods and experiments proposed by Lastra-Daz and Garca-Serrano in (2015, 2016) [5658], 
which introduces the following contributions: (1) a new and efficient representation model for taxonomies, called PosetHERep, 
which is an adaptation of the half-edge data structure commonly used to represent discrete manifolds and planar graphs; (2) a new 
Java software library called the Half-Edge Semantic Measures Library (HESML) based on PosetHERep, which implements most 
ontology-based semantic similarity measures and Information Content (IC) models reported in the literature; (3) a set of 
reproducible experiments on word similarity based on HESML and ReproZip with the aim of exactly reproducing the experimental 
surveys in the three aforementioned works; (4) a replication framework and dataset, called WNSimRep v1, whose aim is to assist 
the exact replication of most methods reported in the literature; and finally, (5) a set of scalability and performance benchmarks for 
semantic measures libraries. PosetHERep and HESML are motivated by several drawbacks in the current semantic measures 
libraries, especially the performance and scalability, as well as the evaluation of new methods and the replication of most previous 
methods. The reproducible experiments introduced herein are encouraged by the lack of a set of large, self-contained and easily 
reproducible experiments with the aim of replicating and confirming previously reported results. Likewise, the WNSimRep v1 
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Conference Paper Gonzalez-Beltran A,Osborne F,Peroni S,Vahdati S
SAVE-SD 2017: Third Workshop on Semantics, Analytics and 
Visualisation: Enhancing Scholarly Data 2017 1681–1682

International World Wide Web Conferences Steering 
Committee Republic and Canton of Geneva, CHE

Proceedings of the 26th International Conference on World 
Wide Web Companion Perth, Australia 2017 9,78145E+12

https://doi.org/10.1145/3041021.3055257;http://dx.doi.org/
10.1145/3041021.3055257 10.1145/3041021.3055257

The third edition of the Workshop on Semantics, Analytics and Visualisation: Enhancing Scholarly Data (SAVE-SD 2017) is taking 
place in Perth, Australia on the 3rd of April 2017, co-located with the 26th International World Wide Web Conference. The main 
goal of the workshop is to provide a venue for researchers, publishers and other companies to engage in discussions about 
semantics, analytics and visualisations on scholarly data. www'17 co-located workshop WWW '17 Companion

Conference Paper
Taylor SJ,Anagnostou A,Fabiyi A,Currie C,Monks T,Barbera 
R,Becker B

Open Science: Approaches and Benefits for Modeling & 
Simulation 2017 IEEE Press Las Vegas, Nevada Proceedings of the 2017 Winter Simulation Conference 2017 9,78154E+12

Open Science is the practice of making scientific research accessible to all. It promotes open access to the artefacts of research, the 
software, data, results and the scientific articles in which they appear, so that others can validate, use and collaborate. Open 
Science is also being mandated by many funding bodies. The concept of Open Science is new to many Modelling & Simulation 
(M&S) researchers. To introduce Open Science to our field, this paper unpacks Open Science to understand some of its approaches 
and benefits. Good practice in the reporting of simulation studies is discussed and the Strengthening the Reporting of Empirical 
Simulation Studies (STRESS) standardized checklist approach is presented. A case study shows how Digital Object Identifiers, 
Researcher Registries, Open Access Data Repositories and Scientific Gateways can support Open Science practices for M&S 
research. The article concludes with a set of guidelines for adopting Open Science for M&S. WSC '17

Conference Paper Kazman R Musings on the Holy Grail of Reproducibility 2017 28 IEEE Press Buenos Aires, Argentina

Proceedings of the 1st International Workshop on 
Establishing the Community-Wide Infrastructure for 
Architecture-Based Software Engineering 2017 9,78154E+12

Disciplines as diverse as psychology, physics, marketing, and medicine have, for the past few years, been going through a soul-
searching over the "reproducibility crisis". According to a recent survey in Nature, over 70% of researchers have failed in reproducing 
another scientist's results and more than half have failed in trying to reproduce their own results. But replication of scientific results 
is the heart of the scientific method; without this cornerstone we do not have science, we have faith and mysticism. Note, however, 
that reproducibility comes at a steep cost: more rigor, more scrutiny, and tightened controls on what is considered a publishable 
result will doubtless burden scientists and slow the pace of innovation. In this talk I will discuss the roots of replication problems---
replication bias, null aversion, and incentive structures for researchers---and their implications on reproducibility for the field of 
software engineering. Finally, I will present a few ideas on how we can think about improving the state of our discipline. ECASE '17

Conference Paper Bell J,LaToza TD,Baldmitsi F,Stavrou A
Advancing Open Science with Version Control and 
Blockchains 2017 13–14 IEEE Press Buenos Aires, Argentina

Proceedings of the 12th International Workshop on Software 
Engineering for Science 2017 9,78154E+12

The scientific community is facing a crisis of reproducibility: confidence in scientific results is damaged by concerns regarding the 
integrity of experimental data and the analyses applied to that data. Experimental integrity can be compromised inadvertently 
when researchers overlook some important component of their experimental procedure, or intentionally by researchers or malicious 
third-parties who are biased towards ensuring a specific outcome of an experiment. The scientific community has pushed for "open 
science" to add transparency to the experimental process, asking researchers to publicly register their data sets and experimental 
procedures. We argue that the software engineering community can leverage its expertise in tracking traceability and provenance 
of source code and its related artifacts to simplify data management for scientists. Moreover, by leveraging smart contract and 
blockchain technologies, we believe that it is possible for such a system to guarantee end-to-end integrity of scientific data and 
results while supporting collaborative research. SE4Science '17

Journal Article Ferro N,Fuhr N,Järvelin K,Kando N,Lippold M,Zobel J

Increasing Reproducibility in IR: Findings from the Dagstuhl 
Seminar on "Reproducibility of Data-Oriented Experiments 
in e-Science" SIGIR Forum 2016 50 1 68–82 Association for Computing Machinery New York, NY, USA 2016-06 0163-5840

https://doi.org/10.1145/2964797.2964808;http://dx.doi.org/
10.1145/2964797.2964808 10.1145/2964797.2964808

The Dagstuhl Seminar on "Reproducibility of Data-Oriented Experiments in e-Science", held on 24-29 January 2016, focused on the 
core issues and approaches to reproducibility of experiments from a multidisciplinary point of view, sharing the experience coming 
from several fields of computer science.In this paper, we discuss, summarize, and adapt the main findings of the seminar to the 
context of IR evaluation -- both system-oriented and user-oriented -- in order to raise awareness in our community and stimulate 
the fields towards and increased reproducibility of our experiments.

Journal Article de Waard A
Research Data Management at Elsevier: Supporting 
Networks of Data and Workflows Inf. Serv. Use 2016 36 1–2 49–55 IOS Press NLD 2016-01 0167-5265

https://doi.org/10.3233/ISU-
160805;http://dx.doi.org/10.3233/ISU-160805 10.3233/ISU-160805

Sharing research data has the potential to make research more reproducible and efficient. Scientific research is a complex process 
and it is crucial that at the different stages of this process, researchers handle data in a way that will allow sharing and reuse. In 
this paper, we present a framework for the different steps involved in managing research data: a hierarchy of research data needs, 
and describe some of our own ongoing efforts to support these needs.Creating a good data ecosystem that supports each of these 
data needs requires collaboration between all parties that are involved in the generation, storage, retrieval and use of data: 
researchers, librarians, institutions, government offices, funders, and also publishers. We are actively collaborating with many other 
participants in the research data field, to develop a data ecosystem that enables data to be more useful, and reusable, throughout 
science and the humanities.

open data, research data management, transparency, 
research integrity, data reuse, scholarly publishing, data 
sharing, reproducibility, Research data

Journal Article Lawlor B
An Overview of the NFAIS 2016 Annual Conference: Data 
Sparks Discovery of Tomorrow’s Global Knowledge Inf. Serv. Use 2016 36 1–2 3–21 IOS Press NLD 2016-01 0167-5265

https://doi.org/10.3233/ISU-
160807;http://dx.doi.org/10.3233/ISU-160807 10.3233/ISU-160807

This paper provides an overview of the highlights of the 2016 NFAIS Annual Conference, Data Sparks Discovery of Tomorrow’s 
Global Knowledge, that was held in Philadelphia, PA from February 21–23, 2016. The goal of the conference was to examine how 
data has risen in importance and is transforming all aspects of research – from funding policies through to reporting, publication, 
and archiving policies. Data literacy is an essential skill in today’s digital world and even new career paths have emerged – data 
scientist, data engineer, data librarian, etc. The conference raised both practical and philosophical issues regarding data 
management, use, and reuse, and provided a glimpse of what information services should look like in the future.

data management, artificial intelligence, content 
globalization, NFAIS 2016 Annual Conference, Big Data
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The reproducibility issues that 
haunt health-care AI 2023 Nature nature.com

https://www.nature.com/arti
cles/d41586-023-00023-2
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… faces a reproducibility crisis, says Sayash Kapoor, 
a PhD candidate in computer science at … of 
computational prediction, Kapoor discovered 
reproducibility failures and pitfalls in 329 …

https://www.scienovate.com/
articles/d41586-023-00023-
2.pdf
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0 T Ross-Hellauer
Strategic priorities for 
reproducibility reform 2023 PLoS biology journals.plos.org

https://journals.plos.org/plosb
iology/article?id=10.1371/jour
nal.pbio.3001943 7 45009,63277 HTML 10.1371/journal.pbio.3001943 0 0.00 0 1 1

Recent years have stress-tested the scientific 
system. The COVID-19 pandemic demonstrated the 
potential for Open Science to aid humanity in rapid, 
collective action to meet catastrophic challenges 
[1]. But it also cruelly exposed the consequences of 
a continuing lack of societal trust in science (e.g., 
“anti-vax” sentiment) and, along with geopolitical 
unrest, has wrought economic havoc that will 
squeeze research funding in the coming years.

The specter of a “reproducibility crisis” has haunted 
meta-science and research policy conversations for 
years now [2]. Definitions vary, but at its broadest, 
reproducibility just means obtaining consistent 
results when repeating experiments and analyses. 
It is usually taken as a key tenet of science itself, if 
not a direct proxy for quality and credibility of 
results. Tackling the causes of poor levels of 
reproducibility stands to boost trust, integrity, and 
efficiency in research. Given the current 
circumstances, this should be a major priority for all 
research stakeholders, including funders, 
institutions, publishers, and individual researchers 
themselves.

Much valuable work has already been done, but in 
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Analytic transparency is key 
for reproducibility of 
agricultural research 2023

CABI 
Agriculture 
and 
Bioscience cabiagbio.biomedcentral.com

https://cabiagbio.biomedcentr
al.com/articles/10.1186/s431
70-023-00144-8 47 45009,63277 HTML 10.1186/s43170-023-00144-8 0 0.00 0 1 1

There are growing concerns over the failure of 
attempts to confirm findings from past studies in 
various disciplines, and this problem is now known 
as the “reproducibility crisis” or “replication crisis”. 
In the agricultural sciences, this problem has 
remained unappreciated, underreported and there 
are deficiencies in efforts to tackle it. According to 
a recent analysis, it is difficult to reproduce on-farm 
experiments due to the lack of research 
transparency. Non-reproducible research does not 
only waste resources, but it can also slow down 
scientific progress and undermine public trust. In 
this commentary, my aim is to draw attention to 
the evolving concepts and terminology used in 
characterizing reproducibility and the common 
reasons for non-reproducibility of past research. I 
argue that analytic transparency is not only key for 
reproducibility of research but it can facilitate 
systematic reviews, meta-analyses and evidence 
mapping to guide formulation of evidence-based 
policies and practices.

https://cabiagbio.biomedcentr
al.com/articles/10.1186/s431
70-023-00144-8
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A survey published by Nature in 2016 revealed that 
more than 70% of researchers failed in their 
attempt to reproduce another researcher’s 
experiments, and over 50% failed to reproduce one 
of their own experiments; a state of affairs that has 
been termed the ‘reproducibility crisis’ in science. 
The purpose of this work is to contribute to the field 
by presenting a reproducibility study of a Natural 
Language Processing paper about “Language 
Representation Models for Fine-Grained Sentiment 
Classification”. A thorough analysis of the 
methodology, experimental setting, and 
experimental results are presented, leading to a 
discussion of the issues and the necessary steps 
involved in this kind of study.
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Science is facing a so-called reproducibility crisis, 
where researchers struggle to repeat experiments 
and to get the same or comparable results. This 
represents a fundamental problem in any scientific 
discipline because reproducibility lies at the very 
basis of the scientific method. A central 
methodological question is how to measure 
reproducibility and interpret different measures. In 
Information Retrieval (IR), current practices to 
measure reproducibility rely mainly on comparing 
averaged scores. If the reproduced score is close 
enough to the original one, the reproducibility 
experiment is deemed successful, although the 
identical scores can still rely on entirely different 
result lists. Therefore, this paper focuses on 
measures to quantify reproducibility in IR and their 
behavior. We present a critical analysis of IR 
reproducibility measures by synthetically generating 
runs in a controlled experimental setting, which 
allows us to control the amount of reproducibility 
error. These synthetic runs are generated by a 
deterioration algorithm based on swaps and 
replacements of documents in ranked lists. We 
investigate the behavior of different reproducibility 
measures with these synthetic runs in three 
different scenarios. Moreover, we propose a 
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Reproducibility is one of the core dimensions that 
concur to deliver Trustworthy Artificial Intelligence. 
Broadly speaking, reproducibility can be defined as 
the possibility to reproduce the same or a similar 
experiment or method, thereby obtaining the same 
or similar results as the original scientists. It is an 
essential ingredient of the scientific method and 
crucial for gaining trust in relevant claims. A 
reproducibility crisis has been recently 
acknowledged by scientists and this seems to affect 
even more Artificial Intelligence and Machine 
Learning, due to the complexity of the models at 
the core of their recent successes. Notwithstanding 
the recent debate on Artificial Intelligence 
reproducibility, its practical implementation is still 
insufficient, also because many technical issues are 
overlooked. In this survey, we critically review the 
current literature on the topic and highlight the 
open issues. Our contribution is three-fold. We 
propose a concise terminological review of the 
terms coming into play. We collect and systematize 
existing recommendations for achieving 
reproducibility, putting forth the means to comply 
with them. We identify key elements often 
overlooked in modern Machine Learning and 
provide novel recommendations for them. We 
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Computational models of infectious diseases have 
become valuable tools for research and the public 
health response against epidemic threats. The 
reproducibility of computational models has been 
limited, undermining the scientific process and 
possibly trust in modeling results and related 
response strategies, such as vaccination. We 
translated published reproducibility guidelines from 
a wide range of scientific disciplines into an 
implementation framework for improving 
reproducibility of infectious disease computational 
models. The framework comprises 22 elements 
that should be described, grouped into 6 categories: 
computational environment, analytical software, 
model description, model implementation, data, 
and experimental protocol. The framework can be 
used by scientific communities to develop 
actionable tools for sharing computational models 
in a reproducible way.

https://journals.plos.org/plosc
ompbiol/article?id=10.1371/jo
urnal.pcbi.1010856
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… At the bottom of this reproducibility crisis lies 
growing … Addressing the reproducibility crisis is 
not only one step towards … other disciplines, such 
as computer science, the digital tech sector…

https://search.proquest.com/
openview/7ecb18cbce2cead75
b05575df005d0d6/1?pq-
origsite=gscholar&cbl=54923

https://scholar.google.com/sc
holar?q=related:tHHjobPoA6oJ
:scholar.google.com/&scioq=i
ntitle:reproducibility+%22repr
oducibility+crisis%22+%22com
puter+science%22&hl=en&as_
sdt=0,5&as_ylo=2016&as_yhi=
2023

0

AC Quiroga 
Gutierrez, DJ 
Lindegger…

Reproducibility and Scientific 
Integrity of Big Data Research 
in Urban Public Health and 
Digital Epidemiology: A Call 
to Action 2023

International 
 Journal of … mdpi.com

https://www.mdpi.com/articl
e/10.3390/ijerph20021473 121 45009,63277 HTML 10.3390/ijerph20021473 0 0.00 0 3 1

The emergence of big data science presents a 
unique opportunity to improve public-health 
research practices. Because working with big data 
is inherently complex, big data research must be 
clear and transparent to avoid reproducibility issues 
and positively impact population health. Timely 
implementation of solution-focused approaches is 
critical as new data sources and methods take root 
in public-health research, including urban public 
health and digital epidemiology. This commentary 
highlights methodological and analytic approaches 
that can reduce research waste and improve the 
reproducibility and replicability of big data research 
in public health. The recommendations described in 
this commentary, including a focus on practices, 
publication norms, and education, are neither 
exhaustive nor unique to big data, but, nonetheless, 
implementing them can broadly improve public-
health research. Clearly defined and openly shared 
guidelines will not only improve the quality of 
current research practices but also initiate change 
at multiple levels: the individual level, the 
institutional level, and the international level.
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Reproducibility is broadly interpreted as the chance 
of getting the same results through a re-run of the 
original study in a reproduction study. The concept 
has been adopted by many areas of research as an 
important criterion to evaluate the quality of 
research and the validity of research claims. 
Reproducibility is a sign of the stability of finding 
and is treated as a surrogate of truth. I use 
reproducibility to refer to the chance of reproducing 
the same results, rather than the chance of 
reproducing the same experiment.
In chapter one, I will give the reader an introduction 
to the concept of reproducibility and show the 
motivation of this thesis. After chapter one, readers 
should have the knowledge of why reproducibility is 
important to scientists and its diverse functions 
conceptualized by scientists. The concept also has 
complications in terms of its limitation, 
contextuality, and operationalization. I will also 
demonstrate why ML researchers care about 
reproducibility and what an ML reproduction study 
looks like. I identify the gap of missing philosophical 
reflections on ML reproducibility. I will show that 
bridging the gap requires situated analyses in ML 
research; existing reflections on the concept at a 
general level are insu

https://etda.libraries.psu.edu/
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10 years ago, a series of publications pointed to the 
difficulty of reproducing scientific findings. This 
reproducibility crisis was a wake-up call for 
scientific communities to rethink how we practice 
and communicate research, and an important driver 
towards greater transparency and robust results. 
Ever since, biomedical imaging undertook various 
efforts to overcome reproducibility issues: From 
increasing sample sizes for higher statistical power, 
to data sharing and increased collaborations to 
acquire such samples, and promoting detailed 
reporting practices and code sharing to ease 
computational reproducibility. But where are we 
standing with respect to reproducible biomedical 
imaging now? We discuss recent advances and 
open questions, and focus on how the conversation 
has moved beyond efforts to reduce false positive 
findings to broader questions of generalizability and 
fairness. How does a finding observed in a given 
group apply to the population at large? How does a 
finding obtained with one analysis vary when 
computed using another tool? How does a finding 
observed in a given group apply to subgroups of 
that population, in particular to less represented 
subgroups? How can open science help with the 
complex questions of building fair algorithms and 
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The use of machine learning (ML) methods for 
prediction and forecasting has become widespread 
across the quantitative sciences. How- ever, there 
are many known methodological pit- falls, including 
data leakage, in ML-based sci- ence. In this paper, 
we systematically investigate reproducibility issues 
in ML-based science. We show that data leakage is 
indeed a widespread problem and has led to severe 
reproducibility fail- ures. Specifically, through a 
survey of literature in research communities that 
adopted ML meth- ods, we find 17 fields where 
errors have been found, collectively affecting 329 
papers and in some cases leading to wildly 
overoptimistic con- clusions. Based on our survey, 
we present a fine- grained taxonomy of 8 types of 
leakage that range from textbook errors to open 
research problems.
We argue for fundamental methodological changes 
to ML-based science so that cases of leakage can 
be caught before publication. To that end, we 
propose model info sheets for reporting scientific 
claims based on ML models that would address all 
types of leakage identified in our sur- vey. To 
investigate the impact of reproducibility errors and 
the efficacy of model info sheets, we undertake a 
reproducibility study in a field where complex ML 
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Science is experiencing an ongoing reproducibility 
crisis. In light of this crisis, our objective is to 
investigate whether machine learning platforms 
provide out-of-the-box reproducibility. Our method 
is twofold: First, we survey machine learning 
platforms for whether they provide features that 
simplify making experiments reproducible out-of-
the-box. Second, we conduct the exact same 
experiment on four different machine learning 
platforms, and by this varying the processing unit 
and ancillary software only. The survey shows that 
no machine learning platform supports the feature 
set described by the proposed framework while the 
experiment reveals statstically significant 
difference in results when the exact same 
experiment is conducted on different machine 
learning platforms. The surveyed machine learning 
platforms do not on their own enable users to 
achieve the full reproducibility potential of their 
research. Also, the machine learning platforms with 
most users provide less functionality for achieving 
it. Furthermore, results differ when executing the 
same experiment on the different platforms. 
Wrong conclusions can be inferred at the at 95% 
confidence level. Hence, we conclude that machine 
learning platforms do not provide reproducibility 
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We initiate a formal study of reproducibility in 
optimization. We define a quanti- tative measure 
of reproducibility of optimization procedures in the 
face of noisy or error-prone operations such as 
inexact or stochastic gradient computations or 
inexact initialization. We then analyze several 
convex optimization settings of in- terest such as 
smooth, non-smooth, and strongly-convex objective 
functions and establish tight bounds on the limits of 
reproducibility in each setting. Our analysis reveals 
a fundamental trade-off between computation and 
reproducibility: more computation is necessary (and 
sufficient) for better reproducibility.
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Various fields of science face a reproducibility 
crisis. For quantum software engineering as an 
emerging field, it is therefore imminent to focus on 
proper reproducibility engineering from the start. 
Yet the provision of reproduction packages is 
almost universally lacking. Actionable advice on 
how to build such packages is rare, particularly 
unfortunate in a field with many con- tributions 
from researchers with backgrounds outside 
computer science. In this article, we argue how to 
rectify this deficiency by proposing a 1-2-3 approach 
to reproducibility engineering for quantum software 
experiments: Using a meta-generation mechanism, 
we generate DOl-safe, long-term functioning and 
dependency-free reproduction packages. They are 
designed to satisfy the requirements of 
professional and learned societies solely on the 
basis of project-specific research artefacts (source 
code, measurement and configuration data), and 
require little temporal investment by researchers. 
Our scheme ascertains long- term traceability even 
when the quantum processor itself is no longer 
accessible. By drastically lowering the technical bar, 
we foster the proliferation of reproduction 
packages in quantum software experiments and 
ease the inclusion of non-CS researchers entering 
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Purpose of Review
To discuss the current state of reproducibility of 
research in human-robot interaction (HRI), 
challenges specific to the field, and 
recommendations for how the community can 
support reproducibility.

Recent Findings
As in related fields such as artificial intelligence, 
robotics, and psychology, improving research 
reproducibility is key to the maturation of the body 
of scientific knowledge in the field of HRI. The 
ACM/IEEE International Conference on Human-
Robot Interaction introduced a theme on 
Reproducibility of HRI to their technical program in 
2020 to solicit papers presenting reproductions of 
prior research or artifacts supporting research 
reproducibility.

Summary
This review provides an introduction to the topic of 
research reproducibility for HRI and describes the 
state of the art in relation to the HRI 2020 
Reproducibility theme. As a highly interdisciplinary 
field that involves work with technological artifacts, 
there are unique challenges to reproducibility in 
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Data used to train supervised machine learning 
models are commonly split into independent 
training, validation, and test sets. This paper 
illustrates that complex data leakage cases have 
occurred in the no-reference image and video 
quality assessment literature. Recently, papers in 
several journals reported performance results well 
above the best in the field. However, our analysis 
shows that information from the test set was 
inappropriately used in the training process in 
different ways and that the claimed performance 
results cannot be achieved. When correcting for the 
data leakage, the performances of the approaches 
drop even below the state-of-the-art by a large 
margin. Additionally, we investigate end-to-end 
variations to the discussed approaches, which do 
not improve upon the original.
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During the COVID-19 pandemic, mathematical 
modeling of disease transmission has become a 
cornerstone of key state decisions. To advance the 
state-of-the-art host viral modeling to handle 
future pandemics, many scientists working on 
related issues assembled to discuss the topics. 
These discussions exposed the reproducibility crisis 
that leads to inability to reuse and integrate 
models. This document summarizes these 
discussions, presents difficulties, and mentions 
existing efforts towards future solutions that will 
allow future model utility and integration. We 
argue that without addressing these challenges, 
scientists will have diminished ability to build, 
disseminate, and implement high-impact multi-
scale modeling that is needed to understand the 
health crises we face.
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Many disciplines are facing a “reproducibility 
crisis”, which has precipitated much discussion 
about how to improve research integrity, 
reproducibility, and transparency. A unified effort 
across all sectors, levels, and stages of the research 
ecosystem is needed to coordinate goals and 
reforms that focus on open and transparent 
research practices. Promoting a more positive 
incentive culture for all ecosystem members is also 
paramount. In this commentary, we—the Local 
Network Leads of the UK Reproducibility 
Network—outline our response to the UK House of 
Commons Science and Technology Committee’s 
inquiry on research integrity and reproducibility. We 
argue that coordinated change is needed to create 
(1) a positive research culture, (2) a unified stance 
on improving research quality, (3) common 
foundations for open and transparent research 
practice, and (4) the routinisation of this practice. 
For each of these areas, we outline the roles that 
individuals, institutions, funders, publishers, and 
Government can play in shaping the research 
ecosystem. Working together, these constituent 
members must also partner with sectoral and 
coordinating organisations to produce effective and 
long-lasting reforms that are fit-for-purpose and 
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Reproducibility is of utmost concern in ma- chine 
learning and natural language process- ing (NLP). In 
the field of natural language gen- eration 
(especially machine translation), the seminal paper 
of Post (2018) has pointed out problems of 
reproducibility of the dom- inant metric, BLEU, at 
the time of publica- tion. Nowadays, BERT-based 
evaluation met- rics considerably outperform BLEU. 
In this pa- per, we ask whether results and claims 
from four recent BERT-based metrics can be repro- 
duced. We find that reproduction of claims and 
results often fails because of (i) heavy undocu- 
mented preprocessing involved in the metrics, (ii) 
missing code and (iii) reporting weaker re- sults for 
the baseline metrics. (iv) In one case, the problem 
stems from correlating not to hu- man scores but to 
a wrong column in the csv file, inflating scores by 5 
points. Motivated by the impact of preprocessing, 
we then conduct a second study where we examine 
its effects more closely (for one of the metrics). We 
find that preprocessing can have large effects, espe- 
 cially for highly inflectional languages. In this case, 
the effect of preprocessing may be larger than the 
effect of the aggregation mechanism (e.g., greedy 
alignment vs. Word Mover Dis- tance).
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Scientific results should not just be ‘repeatable’ 
(replicable in the same laboratory under identical 
conditions), but also ‘reproducible’ (replicable in 
other laboratories under similar conditions). Results 
should also, if possible, be ‘robust’ (replicable under 
a wide range of conditions). The reproducibility and 
robustness of only a small fraction of published 
biomedical results has been tested; furthermore, 
when reproducibility is tested, it is often not found. 
This situation is termed ‘the reproducibility crisis', 
and it is one the most important issues facing 
biomedicine. This crisis would be solved if it were 
possible to automate reproducibility testing. Here, 
we describe the semi-automated testing for 
reproducibility and robustness of simple statements 
(propositions) about cancer cell biology 
automatically extracted from the literature. From 
12 260 papers, we automatically extracted 
statements predicted to describe experimental 
results regarding a change of gene expression in 
response to drug treatment in breast cancer, from 
these we selected 74 statements of high 
biomedical interest. To test the reproducibility of 
these statements, two different teams used the 
laboratory automation system Eve and two breast 
cancer cell lines (MCF7 and MDA-MB-231). 
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Recent years have introduced major shifts in 
scientific reporting and publishing. The scientific 
community, publishers, funding agencies, and the 
public expect research to adhere to principles of 
openness, reproducibility, replicability, and 
repeatability. However, studies have shown that 
scientists often have neither the right tools nor 
suitable support at their disposal to meet these 
modern science challenges. In fact, even the 
concrete expectations connected to these terms 
may be unclear and subject to field-specific, 
organizational, and personal interpretations. Based 
on a narrative literature review of work that defines 
characteristics of open science, reproducibility, 
replicability, and repeatability, as well as a review 
of recent work on researcher-centered 
requirements, we find that the bottom-up practices 
and needs of researchers contrast top-down 
expectations encoded in terms related to 
reproducibility and open science. We identify and 
define reproducibility as a central term that 
concerns the ease of access to scientific resources, 
as well as their completeness, to the degree 
required for efficiently and effectively interacting 
with scientific work. We hope that this 
characterization helps to create a mutual 
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Reproducible research results are among the pillars 
of sustainable science, and considerable progress 
has been achieved in this direction recently. 
However, there is much room for improvement 
across the research communities. Here we analyze 
the reproducibility of 108 publications from an 
interdisciplinary Collaborative Research Center on 
applied mathematics in various scientific fields. 
Based on a previous reproducibility study in 
hydrology, we identify the rate of reproducible 
scientific results and why reproducibility fails. We 
identify the main problems that hinder reproducible 
results and relate them to previous interventions 
targeting the research culture of reproducible 
scientific findings. Thus, the success of our 
measures can be estimated, and specific 
recommendations for future work can be derived. In 
our study, the number of publications that allow for 
at least partly reproducible research results 
increased over time. However, we see an ongoing 
need for directives and support in research data 
management among research communities since 
issues concerning data accessibility and quality 
limit the reproducibility of scientific results. We 
argue that our results are representative of other 
interdisciplinary research areas.

open data, reproducibility, 
research data management
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… The reproducibility crisis that was first identified 
in psychology is now known to afflict much of the 
physical and social sciences. Steps taken to address 
this crisis, including improved …
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Background: The advancement of science and 
technologies play an immense role in the way 
scientific experiments are being conducted. 
Understanding how experiments are performed and 
how results are derived has become significantly 
more complex with the recent explosive growth of 
heterogeneous research data and methods. 
Therefore, it is important that the provenance of 
results is tracked, described, and managed 
throughout the research lifecycle starting from the 
beginning of an experiment to its end to ensure 
reproducibility of results described in publications. 
However, there is a lack of interoperable 
representation of end-to-end provenance of 
scientific experiments that interlinks data, 
processing steps, and results from an experiment’s 
computational and non-computational processes.
Results: We present the “REPRODUCE-ME” data 
model and ontology to describe the end-to-end 
provenance of scientific experiments by extending 
existing standards in the semantic web. The 
ontology brings together different aspects of the 
provenance of scientific studies by interlinking non-
computational data and steps with computational 
data and steps to achieve understandability and 
reproducibility. We explain the important classes 
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Concern over social scientists’ inability to reproduce 
empirical research has spawned a vast and rapidly 
growing literature. The size and growth of this 
literature make it difficult for newly interested 
academics to come up to speed. Here, we provide a 
formal text modeling approach to characterize the 
entirety of the field, which allows us to summarize 
the breadth of this literature and identify core 
themes. We construct and analyze text networks 
built from 1,947 articles to reveal differences 
across social science disciplines within the body of 
reproducibility publications and to discuss the 
diversity of subtopics addressed in the literature. 
This field-wide view suggests that reproducibility is 
a heterogeneous problem with multiple sources for 
errors and strategies for solutions, a finding that is 
somewhat at odds with calls for largely passive 
remedies reliant on open science. We propose an 
alternative rigor and reproducibility model that 
takes an active approach to rigor prior to 
publication, which may overcome some of the 
shortfalls of the postpublication model.
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Ascertaining reproducibility of scientific 
experiments is receiving increased attention across 
disciplines. We argue that the necessary skills are 
important beyond pure scientific utility, and that 
they should be taught as part of software 
engineering (SWE) education. They serve a dual 
purpose: Apart from acquiring the coveted badges 
assigned to reproducible research, reproducibility 
engineering is a lifetime skill for a professional 
industrial career in computer science.
SWE curricula seem an ideal fit for conveying such 
capabilities, yet they require some extensions, 
especially given that even at flagship conferences 
like ICSE, only slightly more than one-third of the 
technical papers (at the 2021 edition) receive 
recognition for artefact reusability. Knowledge and 
capabilities in setting up engineering environments 
that allow for reproducing artefacts and results 
over decades (a standard requirement in many 
traditional en- gineering disciplines), writing semi-
literate commit messages that document crucial 
steps of a decision-making process and that are 
tightly coupled with code, or sustainably taming 
dynamic, quickly changing software dependencies, 
to name a few: They all contribute to solving the 
scientific reproducibility crisis, and enable software 

• Social and professional 
topics → Software 
engineering edu- cation; • 
Software and its engineering 
→ Maintaining software; 
Software version control.
reproducibility engineering, 
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We describe a unique environment in which 
undergraduate students from various STEM and 
social science disciplines are trained in data 
provenance and reproducible methods, and then 
apply that knowledge to real, conditionally accepted 
manuscripts and associated replication packages. 
We describe in detail the recruitment, training, and 
regular activities. While the activity is not part of a 
regular curriculum, the skills and knowledge taught 
through explicit training of reproducible methods 
and principles, and reinforced through repeated 
application in a real-life workflow, contribute to the 
education of these undergraduate students, and 
prepare them for post-graduation jobs and further 
studies. Supplementary materials for this article 
are available online.

Economics; Reproducibility; 
Undergraduate training

https://www.tandfonline.com
/doi/pdf/10.1080/26939169.2
022.2074582?needAccess=tru
e&role=button

https://scholar.google.com/sc
holar?q=related:-
ipNY0X9ZmkJ:scholar.google.c
om/&scioq=intitle:reproducibil
ity+%22reproducibility+crisis%
22+%22computer+science%22
&hl=en&as_sdt=0,5&as_ylo=2
016&as_yhi=2023

1

LL Sanchez 
Reyes, EJ 
McTavish

Approachable case studies 
support learning and 
reproducibility in data 
science: An example from 
evolutionary biology 2022

Journal of 
Statistics 
and Data … Taylor &Francis

https://www.tandfonline.com
/doi/abs/10.1080/26939169.2
022.2099487

https://scholar.google.com/sc
holar?cites=13071045798952
26888&as_sdt=2005&sciodt=0
,5&hl=en 68 45009,63277

10.1080/26939169.2022.2099
487 1 1.00 1 2 1

Research reproducibility is essential for scientific 
development. Yet, rates of reproducibility are low. 
As increasingly more research relies on computers 
and software, efforts for improving reproducibility 
rates have focused on making research products 
digitally available, such as publishing analysis 
workflows as computer code, and raw and 
processed data in computer readable form. 
However, research products that are digitally 
available are not necessarily friendly for learners 
and interested parties with little to no experience in 
the field. This renders research products 
unapproachable, counteracts their availability, and 
hinders scientific reproducibility. To improve both 
short- and long-term adoption of reproducible 
scientific practices, research products need to be 
made approachable for learners, the researchers of 
the future. Using a case study within evolutionary 
biology, we identify aspects of research workflows 
that make them unapproachable to the general 
audience: use of highly specialized language; 
unclear goals and high cognitive load; and lack of 
trouble-shooting examples. We propose principles 
to improve the unapproachable aspects of research 
workflows and illustrate their application using an 
online teaching resource. We elaborate on the 
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Multiple scientific disciplines face a so-called crisis 
of reproducibility and replicability (R&R) in which 
the validity of methodologies is questioned due to 
an inability to confirm experimental results. Trust in 
information technology (IT)-intensive workflows 
within geographic information science (GIScience), 
remote sensing, and photogrammetry depends on 
solutions to R&R challenges affecting multiple 
computationally driven disciplines. To date, there 
have only been very limited efforts to overcome 
R&R-related issues in remote sensing workflows in 
general, let alone those tied to unmanned aircraft 
systems (UAS) as a disruptive technology. This 
review identifies key barriers to, and suggests best 
practices for, R&R in geospatial UAS workflows as 
well as broader remote sensing applications. We 
examine both the relevance of R&R as well as 
existing support for R&R in remote sensing and 
photogrammetry assisted UAS workflows. Key 
barriers include: (1) awareness of time and 
resource requirements, (2) accessibility of 
provenance, metadata, and version control, (3) 
conceptualization of geographic problems, and (4) 
geographic variability between study areas. R&R in 
geospatial UAS applications can be facilitated 
through augmented access to provenance 
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Background Reproducibility of data analysis 
workflow is a key issue in the field of 
bioinformatics. Recent computing technologies, 
such as virtualization, have made it possible to 
reproduce workflow execution with ease. However, 
the reproducibility of results is not well discussed; 
that is, there is no standard way to verify whether 
the biological interpretation of reproduced results 
are the same. Therefore, it still remains a challenge 
to automatically evaluate the reproducibility of 
results.

Results We propose a new metric, a reproducibility 
scale of workflow execution results, to evaluate the 
reproducibility of results. This metric is based on 
the idea of evaluating the reproducibility of results 
using biological feature values (e.g., number of 
reads, mapping rate, and variant frequency) 
representing their biological interpretation. We also 
implemented a prototype system that 
automatically evaluates the reproducibility of 
results using the proposed metric. To demonstrate 
our approach, we conducted an experiment using 
workflows used by researchers in real research 
projects and the use cases that are frequently 
encountered in the field of bioinformatics.
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Reproducibility has become an increasingly debated 
topic in NLP and ML over recent years, but so far, no 
commonly accepted definitions of even basic terms 
or concepts have emerged. The range of different 
definitions proposed within NLP/ML not only do not 
agree with each other, they are also not aligned 
with standard scientific definitions. This article 
examines the standard definitions of repeatability 
and reproducibility provided by the meta-science of 
metrology, and explores what they imply in terms 
of how to assess reproducibility, and what adopting 
them would mean for reproducibility assessment in 
NLP/ML. It turns out the standard definitions lead 
directly to a method for assessing reproducibility in 
quantified terms that renders results from 
reproduction studies comparable across multiple 
reproductions of the same original study, as well as 
reproductions of different original studies. The 
article considers where this method sits in relation 
to other aspects of NLP work one might wish to 
assess in the context of reproducibility.
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In this paper we explore the challenges of 
automating experiments in data science. We 
propose an extensible experiment model as a 
foundation for integration of different open source 
tools for running research experiments. We 
implement our approach in a prototype open source 
MLDev software package and evaluate it in a series 
of experiments yielding promising results. 
Comparison with other state-of-the-art tools 
signifies novelty of our approach.
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Jupyter notebooks allow to bundle executable code 
with its documentation and output in one 
interactive environment, and they represent a 
popular mechanism to document and share 
computational workflows, including for research 
publications. Here, we analyze the computational 
reproducibility of 9625 Jupyter notebooks from 1117 
GitHub repositories associated with 1419 
publications indexed in the biomedical literature 
repository PubMed Central. 8160 of these were 
written in Python, including 4169 that had their 
dependencies declared in standard requirement 
files and that we attempted to re-run 
automatically. For 2684 of these, all declared 
dependencies could be installed successfully, and 
we re-ran them to assess reproducibility. Of these, 
396 notebooks ran through without any errors, 
including 245 that produced results identical to 
those reported in the original. Running the other 
notebooks resulted in exceptions. We zoom in on 
common problems and practices, highlight trends 
and discuss potential improvements to Jupyter-
related workflows associated with biomedical 
publications.
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The “replication crisis” is a methodological problem 
in which many scientific research findings have 
been difficult or impossible to replicate. Because 
the reproducibility of empirical results is an 
essential aspect of the scientific method, such 
failures endanger the credibility of theories based 
on them and possibly significant portions of 
scientific knowledge. An instance of the replication 
crisis, analytic replication, pertains to reproducing 
published results through computational reanalysis 
of the authors’ original data. However, direct 
replications are costly, time-consuming, and 
unrewarded in today’s publishing standards. We 
propose that bioinformatics and computational 
biology students replicate recent discoveries as part 
of their curriculum. Considering the above, we 
performed a pilot study in one of the graduate-level 
courses we developed and taught at our University. 
The course is entitled Intro to R Programming and 
is meant for students in our Master’s and PhD 
programs who have little to no programming skills. 
As the course emphasized real-world data analysis, 
we thought it would be an appropriate setting to 
carry out this study. The primary objective was to 
expose the students to real biological data analysis 
problems. These include locating and downloading 
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Reproducing published deep learning papers to 
validate their conclusions can be difficult due to 
sources of irreproducibility. We investigate the 
impact that implementation factors have on the 
results and how they affect reproducibility of deep 
learning studies. Three deep learning experiments 
were ran five times each on 13 different hardware 
environments and four different software 
environments. The analysis of the 780 combined 
results showed that there was a greater than 6% 
accuracy range on the same deterministic examples 
introduced from hardware or software environment 
variations alone. To account for these 
implementation factors, researchers should run 
their experiments multiple times in different 
hardware and software environments to verify their 
conclusions are not affected.
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The reproducibility crisis is an ongoing problem that 
affects data-driven science to a big extent. The 
highly connected decentral Web of Ontologies 
represents the backbone for semantic data and the 
Linked Open Data Cloud and provides terminological 
context information cru- cial for the usage and 
interpretation of the data, which in turn is key for 
the reproducibility of research results making use of 
it.
In this paper, we identify, analyze, and quantify 
reproducibility issues related to capturing 
terminological context (e.g. caused by unavailable 
ontologies) and delineate the impact on the 
reproducibility crisis in the Linked Open Data Cloud. 
Our examinations are backed by a frequent and 
ongoing monitoring of online available vocabularies 
and ontologies that results in the DBpedia Archivo 
dataset. We also show the extent to which the 
reproducibility crisis can be countered with the aid 
of ontol- ogy archiving in DBpedia Archivo and the 
Linked Open Vocabularies platforms.
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Reproducibility, the ability to reproduce the results 
of published papers or studies using their com- 
puter code and data, is a cornerstone of reliable 
scientific methodology. Studies where results 
cannot be reproduced by the scientific community 
should be treated with caution. Over the past 
decade, the importance of reproducible research 
has been frequently stressed in a wide range of 
scientific journals such as Nature and Science and 
international magazines such as The Economist. 
However, multiple studies have demonstrated that 
scientific results are often not reproducible across 
research areas such as psychology and medicine. 
Statistics, the science concerned with developing 
and studying meth- ods for collecting, analyzing, 
interpreting and presenting empirical data, prides 
itself on its openness when it comes to sharing 
both computer code and data. In this paper, we 
examine reproducibility in the field of statistics by 
attempting to reproduce the results in 93 published 
papers in prominent journals utilizing functional 
magnetic resonance imaging (fMRI) data during the 
2010-2021 period. Overall, from both the computer 
code and the data perspective, among all the 93 
examined papers, we could only reproduce the 
results in 14 (15.1%) papers, that is, the papers 
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Motivated by the growing importance of both 
scientific transparency and accountability in the 
open science context, this study examines a series 
of papers on the topic of reproducible research and 
its alignment with open and transparent practices 
that are critical for research reproducibility. We 
screened an initial pool of 250 documents retrieved 
from Google Scholar that resulted in a final corpus 
of 19 articles used for further analyses. We adopted 
a checklist developed based on the Transparency 
and Openness Promotion (TOP) Guidelines and thus 
reported the results following six TOP dimensions: 
1) data citation; 2) data, code, and additional 
documentation transparency; 3) design and analysis 
transparency; 4) pre-registration of studies; 5) pre-
registration of analysis plans, and 6) replication. 
Preliminary findings have shown that most papers 
have made the underlying data, code, and 
documentation altogether available for reuse, 
primarily through generalist repositories. Some 
authors have used disciplinary conventions to 
produce research reports for disclosing key aspects 
of the research design and data analysis. 
Contrariwise, we observe that there is still room for 
improvement in current data citation practices, 
given that most papers do not correctly attribute 
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In this paper, we have discussed the reproducibility 
workflow of published Brain-Computer Interface 
research articles and remarked on the same by 
replicating two papers having multiple similarities, 
starting from the same dataset to the classification 
stages. We followed a step-by-step approach while 
replicating the work and documenting the 
assumptions and interpretations made during the 
process. Finally, we compared the results and 
discussed how the documentation in BCI research 
has evolved over 20 years. Through trial and error 
implementations and calculated deductions, this 
paper helps determine the importance and 
relevance of proper documentation, efficient 
workflows, and the pressing need for direction-
specific information flow in the growing field of 
Brain Computing Interface applications.
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Lack of reproducibility of research results has 
become a major theme in recent years. As we 
emerge from the COVID-19 pandemic, economic 
pressures and exposed consequences of lack of 
societal trust in science make addressing 
reproducibility of urgent importance. TIER2 is a new 
international project funded by the European 
Commission under their Horizon Europe 
programme. Covering three broad research areas 
(social, life and computer sciences) and two cross-
disciplinary stakeholder groups (research publishers 
and funders) to systematically investigate 
reproducibility across contexts, TIER2 will 
significantly boost knowledge on reproducibility, 
create tools, engage communities, implement 
interventions and policy across different contexts to 
increase re-use and overall quality of research 
results in the European Research Area and global 
R&I, and consequently increase trust, integrity and 
efficiency in research.
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The ubiquity of computation in modern scientific 
research inflicts new challenges for reproducibility. 
While most journals now require code and data be 
made available, the standards for organization, 
annotation, and validation remain lax, making the 
data and code often difficult to decipher or 
practically use. I believe that this is due to the 
documentation, collation, and validation of code 
and data only being done in retrospect. In this 
essay, I reflect on my experience contending with 
these challenges and present a philosophy for 
prioritizing reproducibility in modern biological 
research where balancing computational analysis 
and wet-lab experiments is commonplace. Modern 
tools used in scientific workflows (such as GitHub 
repositories) lend themselves well to this 
philosophy where reproducibility begins at project 
inception, not completion. To that end, I present 
and provide a programming-language agnostic 
template architecture that can be immediately 
copied and made bespoke to your next paper, 
whether your lab work is wet, dry, or somewhere in 
between.

https://arxiv.org/pdf/2210.02
593

https://scholar.google.com/sc
holar?q=related:_CTyur832wsJ
:scholar.google.com/&scioq=i
ntitle:reproducibility+%22repr
oducibility+crisis%22+%22com
puter+science%22&hl=en&as_
sdt=0,5&as_ylo=2016&as_yhi=
2023

0

R Reinecke, T 
Trautmann, T 
Wagener…

The critical need to foster 
computational reproducibility 2022

Environment
al … researchgate.net

https://www.researchgate.ne
t/profile/Robert-Reinecke-
2/publication/359193469_The
_critical_need_to_foster_com
putational_reproducibility/link
s/622e00523c53d31ba4c12f61
/The-critical-need-to-foster-
computational-
reproducibility.pdf?_sg%5B0%
5D=started_experiment_miles
tone&_sg%5B1%5D=started_e
xperiment_milestone&origin=j
ournalDetail 93 45009,63277 PDF 0 0.00 0 4 1

The climate crisis illustrates the critical need for 
earth and environmental models to assess the 
Earth’s past and future by translating emissions 
into climate signals and subsequent impacts 
regarding floods, droughts, or heatwaves, as well 
as future resource availability. While computational 
models grow in relevance by guiding policies and 
public discourse, our trust in these models is put to 
the test. A recent study estimates that 93% of 
hydrology and water resources published studies 
cannot be reproduced. In this perspective, we 
question whether we are amid a reproducibility 
crisis in the computational earth sciences and peek 
behind the curtain of everyday research. Software 
development has become an integral part of 
research in most areas, including the earth 
sciences, where computational models and data 
processing algorithms become increasingly 
sophisticated to solve the challenges of our time. 
Paradoxically, this development poses a threat to 
scientific progress: Reproducibility, as an essential 
pillar of science, is increasingly difficult to reach or 
even to test. This trend is particularly worrisome as 
scientific results have potentially controversial 
implications for stakeholders and policymakers and 
may influence public opinion and decisions for a 
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What new questions could ecophysiologists answer 
if physio-logging research was fully reproducible? 
We argue that technical debt (computational 
hurdles resulting from prioritizing short-term goals 
over long-term sustainability) stemming from 
insufficient cyberinfrastructure (field-wide tools, 
standards, and norms for analyzing and sharing 
data) trapped physio-logging in a scientific silo. This 
debt stifles comparative biological analyses and 
impedes interdisciplinary research. Although physio-
loggers (e.g., heart rate monitors and 
accelerometers) opened new avenues of research, 
the explosion of complex datasets exceeded 
ecophysiology’s informatics capacity. Like many 
other scientific fields facing a deluge of complex 
data, ecophysiologists now struggle to share their 
data and tools. Adapting to this new era requires a 
change in mindset, from “data as a noun” (e.g., 
traits, counts) to “data as a sentence”, where 
measurements (nouns) are associate with 
transformations (verbs), parameters (adverbs), and 
metadata (adjectives). Computational 
reproducibility provides a framework for capturing 
the entire sentence. Though usually framed in 
terms of scientific integrity, reproducibility offers 
immediate benefits by promoting collaboration 
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For a method to be widely adopted in medical 
research or clinical practice, it needs to be 
reproducible so that clinicians and regulators can 
have confidence in its use. Machine learning and 
deep learning have a particular set of challenges 
around reproducibility. Small differences in the 
settings or the data used for training a model can 
lead to large differences in the outcomes of 
experiments. In this work, three top-performing 
algorithms from the Camelyon grand challenges are 
reproduced using only information presented in the 
associated papers and the results are then 
compared to those reported. Seemingly minor 
details were found to be critical to performance 
and yet their importance is difficult to appreciate 
until the actual reproduction is attempted. We 
observed that authors generally describe the key 
technical aspects of their models well but fail to 
maintain the same reporting standards when it 
comes to data preprocessing which is essential to 
reproducibility. As an important contribution of the 
present study and its findings, we introduce a 
reproducibility checklist that tabulates information 
that needs to be reported in histopathology ML-
based work in order to make it reproducible.

https://journals.plos.org/digit
alhealth/article?id=10.1371/jo
urnal.pdig.0000145

https://scholar.google.com/sc
holar?q=related:4SMc99wtq6
UJ:scholar.google.com/&scioq
=intitle:reproducibility+%22re
producibility+crisis%22+%22co
mputer+science%22&hl=en&a
s_sdt=0,5&as_ylo=2016&as_y
hi=2023

0

P Knees, B 
Ferwerda, A 
Rauber…

A Reproducibility Study on 
User-centric MIR Research 
and Why it is Important 2022

Ismir 2022 
Hybrid … humrec.github.io

https://humrec.github.io/publi
cation/knees-ismir-2022-
b/knees-ismir-2022-b.pdf 127 45009,63277 PDF 0 0.00 0 4 1

Reproducibility of results is a central pillar of 
scientific work. In music information retrieval 
research, this is widely acknowledged and practiced 
by the community by re-implementing algorithms 
and re-validating machine learning experiments. In 
this paper, we argue for an in- creased need to also 
reproduce the results and findings of user studies, 
including qualitative work, especially since these 
often lay the foundations and serve as justification 
for choices taken in algorithmic design and 
optimization criteria. As an example, we attempt to 
reproduce the study by Kim et al. [1] presented in 
the RecSys (2020) paper aDo Channels Matter? 
Illuminating Interpersonal Influence on Music 
Recommendationso. By repeating this study on how 
interpersonal relationships can affect a user’s 
assessment of music recommendations on a new 
sample of n = 142 participants, we can largely 
confirm and support the valid- ity of the original 
results. At the same time, we extend the analysis 
and also observe differences with regards to adop- 
tion rates between different channels as well as 
different factors that influences the adoption rate. 
From this specific reproducibility study, we 
conclude that potential cultural differences should 
be accounted for more explicitly in fu- ture studies 
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Several researchers in biomedicine have described 
a reproducibility crisis. Various open science 
practices may maximize reproducibility. This thesis 
focuses on data sharing and its extent in the 
biomedical sciences. In the first part, we wanted to 
explore the implementation of the data sharing 
policy of the International Committee of Medical 
Journal Editors (ICMJE), which came into effect in 
July 2018. Implementation of the data sharing 
requirements in journal policies was suboptimal for 
ICMJE member journals and poor for ICMJE 
affiliated journals. In a second step, we conducted a 
scoping review to explore the impact of data-
sharing initiatives on the intent to share data, 
actual data sharing, use of shared data, and 
research output and impact of shared data. We 
concluded that there is currently a gap in the 
evidence base regarding the impact of sharing 
individual patient data, resulting in uncertainties in 
implementing current data sharing policies. 
Researchers have high intentions to share data but 
rarely do so. In the third part of the thesis, the 
emphasis was on transparency regarding clinical 
trials in drug regulatory frameworks. We tried to 
reanalyze 62 studies marked as main trials in 
marketing authorization applications. Our results 
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In the last few years, there has been an important 
increase in the number of tools and approaches to 
define pipelines that allow the development of data 
science projects. They allow not only the pipeline 
definition but also the code generation needed to 
execute the project providing an easy way to carry 
out the projects even for non-expert users. 
However, there are still some challenges that these 
tools do not address yet, e.g. the possibility of 
executing pipelines defined by using different tools 
or execute them in different environments 
(reproducibility and replicability) or models 
validation and verification by identifying 
inconsistent operations (intentionality). In order to 
alleviate these problems, this paper presents a 
Model-Driven framework for the definition of data 
science pipelines independent of the particular 
execution platform and tools. The framework relies 
on the separation of the pipeline definition into two 
different modelling layers: conceptual, where the 
data scientist may specify all the data and models 
operations to be carried out by the pipeline; 
operational, where the data engineer may describe 
the execution environment details where the 
operations (defined in the conceptual part) will be 
implemented. Based on this abstract definition and 
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Research Reproducibility: Educating for 
Reproducibility, Pathways to Research Integrity was 
an interdis- ciplinary, conference hosted virtually by 
the University of Florida in December 2020. This 
event brought together educators, researchers, 
students, policy makers, and industry 
representatives from across the globe to explore 
best practices, innovations, and new ideas for 
education around reproducibility and replicability. 
Emphasizing a broad view of rigor and 
reproducibility, the conference touched on many 
aspects of introducing learners to transparency, 
rigorous study design, data science, data 
management, replications, and more. 
Transdisciplinary themes emerged from the panels, 
keynote, and submitted papers and poster 
presentations. The identified themes included 
lifelong learning, cultivating bottom-up change, 
“sneaking in” learning, just-in-time learning, 
targeting learners by career stage, learning by 
doing, learning how to learn, establishing 
communities of practice, librarians as 
interdisciplinary leaders, teamwork skills, rewards 
and incentives, and implementing top-down 
change. For each of these themes, we share ideas, 
practices, and actions as discussed by the 
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Recent progress in computational pathology has 
been driven by deep learning. While code and data 
availability are essential to reproduce findings from 
preceding publications, ensuring a deep learning 
model’s reusability is more challenging. For that, 
the codebase should be well-documented and easy 
to integrate in existing workflows, and models 
should be robust towards noise and generalizable 
towards data from different sources. Strikingly, only 
a few computational pathology algorithms have 
been reused by other researchers so far, let alone 
employed in a clinical setting.
To assess the current state of reproducibility and 
reusability of computational pathology algorithms, 
we evaluated peer-reviewed articles available in 
Pubmed, published between January 2019 and 
March 2021, in five use cases: stain normalization, 
tissue type segmentation, evaluation of cell-level 
features, genetic alteration prediction, and direct 
extraction of grading, staging, and prognostic 
information. We compiled criteria for data and 
code availability, and for statistical result analysis 
and assessed them in 161 publications. We found 
that only one quarter (42 out of 161 publications) 
made code publicly available and thus fulfilled our 
minimum requirement for reproducibility and 

https://www.medrxiv.org/con
tent/medrxiv/early/2022/05/3
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Reproducibility of proposed approaches is a crucial 
element in scientific fields, in order to let other 
researchers trust published works. Moreover, in 
order to let authors compare the effectiveness of a 
novel method to the state of the art, benchmark 
datasets should be commonly used.
Concentrating on the task of activity recognition 
using data coming from wearable devices with 
inertial sensors, we have analyzed the 
reproducibility of proposed approaches with a focus 
on used datasets. In this work, with a literature 
review, we have measured what percentage of 
works in the literature verified their approach using 
public datasets or sharing the ones created on 
purpose. At the same time, we have also examined 
the characteristics of considered datasets, with 
attention to the amount of data recorded, involved 
population, and studied activities.
Starting from 1289 works retrieved on Scopus, we 
analyzed in detail 146 of them and found out that 
approximately one out of three (∼33%) used public 
datasets and that less than one out of three (∼28%) 
of the specially made datasets were shared with 
the public. Moreover, considering all the examined 
datasets, 13% of them had restricted access (e.g. 
requiring requests to authors or subscriptions to 

Literature Review, 
Reproducibility, Activity 
Recognition, HAR, Dataset, 
Wearable Devices, Inertial 
Sensors, Machine Learning, 
Medical Informatics
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The central tenet of scientific research is the 
rigorous application of the scientific method to 
experimental design, analysis, interpretation, and 
reporting of results. In order to confer validity to a 
hypothesis, experimental details must be 
transparent and results must be reproducible. 
Failure to achieve this minimum indicates a 
deficiency in rationale, design, and/or execution, 
necessitating further experimental refinement or 
hypothesis reformulation. More importantly, 
rigorous application of the scientific method 
advances scientific knowledge by enabling others to 
identify weaknesses or gaps that can be exploited 
by new ideas or technology that inevitably extend, 
improve, or refine a hypothesis. Experimental 
details, described in manuscript materials and 
methods, are the principal vehicle used to 
communicate procedures, techniques, and 
resources necessary for experimental 
reproducibility. Recent examination of the 
biomedical literature has shown that many 
published articles lack sufficiently detailed 
methodological information to reproduce 
experiments. There are few broadly established 
practice guidelines and quality assurance standards 
in basic biomedical research. The current paper 
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Machine learning for health must be reproducible 
to ensure reliable clinical use. We evaluated 511 
scientific papers across several machine learning 
subfields and found that machine learning for 
health compared poorly to other areas regarding 
reproducibility metrics, such as dataset and code 
accessibility. We propose recommendations to 
address this problem.
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Against the background of what has been termed a 
reproducibility crisis in science, the NLP field is 
becoming increasingly interested in, and 
conscientious about, the reproducibility of its 
results. The past few years have seen an impressive 
range of new initiatives, events and active research 
in the area. However, the field is far from reaching 
a consensus about how re- producibility should be 
defined, measured and addressed, with diversity of 
views currently in- creasing rather than converging. 
With this fo- cused contribution, we aim to provide 
a wide- angle, and as near as possible complete, 
snap- shot of current work on reproducibility in NLP, 
delineating differences and similarities, and 
providing pointers to common denominators.

https://arxiv.org/pdf/2103.07
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Reproducible research is often perceived as a 
technological challenge, but it is rooted in the 
challenge to improve scholarly communication in an 
age of digitization. When computers become 
involved and researchers want to allow other 
scientists to inspect, understand, evaluate, and 
build on their work, they need to create a research 
compendium that includes the code, data, 
computing environment, and script-based 
workflows used. Here, we present the state of the 
art for approaches to reach this degree of 
computational reproducibility, addressing literate 
programming and containerization while paying 
attention to working with geospatial data (digital 
maps, geographic information systems). We argue 
that all researchers working with computers should 
understand these technologies to control their 
computing environment, and we present the 
benefits of reproducible workflows in practice. 
Example research compendia illustrate the 
presented concepts and are the basis for challenges 
specific to geography and geosciences. Based on 
existing surveys and best practices from different 
scientific domains, we conclude that researchers 
today can overcome many barriers and achieve a 
very high degree of reproducibility. If the geography 
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Machine learning (ML) is an increasingly important 
scientific tool supporting decision making and 
knowledge generation in numerous fields. With 
this, it also becomes more and more important that 
the results of ML experiments are reproducible. 
Unfortunately, that often is not the case. Rather, 
ML, similar to many other disciplines, faces a 
reproducibility crisis. In this paper, we describe our 
goals and initial steps in supporting the end-to-end 
reproducibility of ML pipelines. We investi- gate 
which factors beyond the availability of source code 
and datasets influence reproducibility of ML 
experiments. We propose ways to apply FAIR data 
practices to ML workflows. We present our 
preliminary results on the role of our tool, 
ProvBook, in capturing and comparing provenance 
of ML ex- periments and their reproducibility using 
Jupyter Notebooks.

https://arxiv.org/pdf/2006.12
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To those involved in discussions about rigor, 
reproducibility, and replication in science, 
conversation about the “reproducibility crisis” 
appear ill-structured. Seemingly very different 
issues concerning the purity of reagents, 
accessibility of computational code, or misaligned 
incentives in academic research writ large are all 
collected up under this label. Prior work has 
attempted to address this problem by creating 
analytical definitions of reproducibility. We take a 
novel empirical, mixed methods approach to 
understanding variation in reproducibility 
discussions, using a combination of grounded 
theory and correspondence analysis to examine 
how a variety of authors narrate the story of the 
reproducibility crisis. Contrary to expectations, this 
analysis demonstrates that there is a clear 
thematic core to reproducibility discussions, 
centered on the incentive structure of science, the 
transparency of methods and data, and the need to 
reform academic publishing. However, we also 
identify three clusters of discussion that are distinct 
from the main body of articles: one focused on 
reagents, another on statistical methods, and a 
final cluster focused on the heterogeneity of the 
natural world. Although there are discursive 
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Scientific experiments and research practices vary 
across disciplines. The research practices followed 
by scientists in each domain play an essential role 
in the understandability and reproducibility of 
results. The “Reproducibility Crisis”, where 
researchers find difficulty in reproducing published 
results, is currently faced by several disciplines. To 
understand the underlying problem in the context of 
the reproducibility crisis, it is important to first 
know the different research practices followed in 
their domain and the factors that hinder 
reproducibility. We performed an exploratory study 
by conducting a survey addressed to researchers 
representing a range of disciplines to understand 
scientific experiments and research practices for 
reproducibility. The survey findings identify a 
reproducibility crisis and a strong need for sharing 
data, code, methods, steps, and negative and 
positive results. Insufficient metadata, lack of 
publicly available data, and incomplete information 
in study methods are considered to be the main 
reasons for poor reproducibility. The survey results 
also address a wide number of research questions 
on the reproducibility of scientific results. Based on 
the results of our explorative study and supported 
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Experimental studies are prevalent in Evolutionary 
Computation (EC), and concerns about the reprodu- 
cibility and replicability of such studies have 
increased in recent times, reflecting similar 
concerns in other scientific fields. In this article, we 
discuss, within the context of EC, the different types 
of reproducibility and suggest a classification that 
refines the badge system of the Association of 
Computing Machinery (ACM) adopted by ACM 
Transactions on Evolutionary Learning and 
Optimization (TELO). We identify cul- tural and 
technical obstacles to reproducibility in the EC field. 
Finally, we provide guidelines and suggest tools 
that may help to overcome some of these 
reproducibility obstacles.

CCS Concepts: • General and 
reference → Empirical 
studies; • Theory of 
computation → Optimiza- 
tion with randomized search 
heuristics; Bio-inspired 
optimization;
Additional Key Words and 
Phrases: Evolutionary 
computation, reproducibility, 
empirical study, benchmarking
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A well-known curse of computer security research 
is that it often produces systems that, while 
technically sound, fail operationally. To overcome 
this curse, the community generally seeks to assess 
proposed systems under a variety of settings in 
order to make explicit every potential bias. In this 
respect, recently, research achievements on 
machine learning based malware detection are 
being considered for thorough evaluation by the 
community. Such an effort of comprehensive 
evaluation supposes first and foremost the 
possibility to perform an independent reproduction 
study in order to sharpen evaluations presented by 
approaches’ authors. The question Can published 
approaches actually be reproduced? thus becomes 
paramount despite the little interest such mundane 
and practical aspects seem to attract in the 
malware detection field. In this paper, we attempt 
a complete reproduction of five Android Malware 
Detectors from the literature and discuss to what 
extent they are “reproducible”. Notably, we provide 
insights on the implications around the guesswork 
that may be required to finalise a working 
implementation. Finally, we discuss how barriers to 
reproduction could be lifted, and how the malware 
detection field would benefit from stronger 
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Energy use is of crucial importance for the global 
challenge of climate change, and also is an 
essential part of daily life. Hence, research on 
energy needs to be robust and valid. Other scientific 
disciplines have experienced a reproducibility crisis, 
i.e. existing findings could not be reproduced in new 
studies. The ‘TReQ’ approach is recommended to 
improve research practices in the energy field and 
arrive at greater transparency, reproducibility and 
quality. A highly adaptable suite of tools is 
presented that can be applied to energy research 
approaches across this multidisciplinary and fast-
changing field. In particular, the following tools are 
introduced – preregistration of studies, making data 
and code publicly available, using preprints, and 
employing reporting guidelines – to heighten the 
standard of research practices within the energy 
field. The wider adoption of these tools can 
facilitate greater trust in the findings of research 
used to inform evidence-based policy and practice 
in the energy field.

energy; open data and code; 
open science; preprints; 
preregistration; quality; 
reporting guidelines; 
reproducibility; research 
practices; transparency
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Recently, many scientists have become concerned 
about an excessive number of failures to reproduce 
statistically significant effects. The situation has 
become dire enough that the situation has been 
named the ‘reproducibility crisis’. After reviewing 
the relevant literature to confirm the observation 
that scientists do indeed view replication as 
currently problematic, I explain in philosophical 
terms why the replication of empirical phenomena, 
such as statistically significant effects, is important 
for scientific progress. Following that explanation, I 
examine various diagnoses of the reproducibility 
crisis, and argue that for the majority of scientists 
the crisis is due, at least in part, to a form of 
publication bias. This conclusion sets the stage for 
an assessment of the view that evidential relations 
in science are inherently value-laden, a view 
championed by Heather Douglas and Kevin Elliott. I 
argue, in response to Douglas and Elliott, and as 
motivated by the meta-scientific resistance 
scientists harbour to a publication bias, that if we 
advocate the value-ladenness of science the result 
would be a deepening of the reproducibility crisis.
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Computational reproducibility (i.e. issues of 
reproducibility stemming from the computer as a 
scientific tool) possesses its own dynamics and 
narratives of crisis. Alongside the difficulties of 
computing as an ubiquitous yet complex scientific 
activity, computational reproducibility suffers from 
a naive expectancy of total reproducibility and a 
moral imperative to embrace the principles of free 
software as a non-negotiable epistemic virtue. We 
argue that the epistemic issues at stake in actual 
practices of computational reproducibility are best 
unveiled by focusing on software as a pivotal 
concept, one that is surprisingly often overlooked in 
accounts of reproducibility issues. Software is not 
only about designing and coding but also about 
maintaining, supporting, distributing, licensing, and 
governance; it is not only about developers but also 
about users. We focus on openness debates among 
computational chemists involved in molecular 
modeling software packages as empirical 
grounding for our argument. We then identify and 
analyse four epistemic characteristics 
(transparency, consistency, sustainability and 
inclusivity) as key to the role of software in 
computational reproducibility.
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We present ReproducedPapers.org: an open online 
reposi- tory for teaching and structuring machine 
learning reproducibility. We evaluate doing a 
reproduction project among students and the added 
value of an online reproduction repository among AI 
researchers. We use anonymous self-assessment 
surveys and obtained 144 responses. Results 
suggest that students who do a reproduction 
project place more value on scientific reproductions 
and become more critical thinkers. Students and AI 
researchers agree that our online reproduction 
repository is valuable.

Machine Learning · 
Reproducibility · Online 
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A recent flood of publications has documented 
serious problems in scientific reproducibility, 
power, and reporting of biomedical articles, yet 
scientists persist in their usual practices. Why? We 
examined a popular and important preclinical 
assay, the Forced Swim Test (FST) in mice used to 
test putative antidepressants. Whether the mice 
were assayed in a naïve state vs. in a model of 
depression or stress, and whether the mice were 
given test agents vs. known antidepressants 
regarded as positive controls, the mean effect sizes 
seen in the experiments were indeed extremely 
large (1.5–2.5 in Cohen’s d units); most of the 
experiments utilized 7–10 animals per group which 
did have adequate power to reliably detect effects 
of this magnitude. We propose that this may at 
least partially explain why investigators using the 
FST do not perceive intuitively that their 
experimental designs fall short—even though 
proper prospective design would require ~21–26 
animals per group to detect, at a minimum, large 
effects (0.8 in Cohen’s d units) when the true effect 
of a test agent is unknown. Our data provide 
explicit parameters and guidance for investigators 
seeking to carry out prospective power estimation 
for the FST. More generally, altering the real-life 
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Each year vast international resources are wasted 
on irreproducible research. The scientific 
community has been slow to adopt standard 
software engineering practices, despite the 
increases in high-dimensional data, complexities of 
workflows, and computational environments. Here 
we show how scientific software applications can 
be created in a reproducible manner when simple 
design goals for reproducibility are met. We 
describe the implementation of a test server 
framework and 40 scientific benchmarks, covering 
numerous applications in Rosetta bio-
macromolecular modeling. High performance 
computing cluster integration allows these 
benchmarks to run continuously and automatically. 
Detailed protocol captures are useful for developers 
and users of Rosetta and other macromolecular 
modeling tools. The framework and design 
concepts presented here are valuable for 
developers and users of any type of scientific 
software and for the scientific community to create 
reproducible methods. Specific examples highlight 
the utility of this framework, and the 
comprehensive documentation illustrates the ease 
of adding new tests in a matter of hours.
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The stability of feature subset selection algorithms 
has become crucial in real-world problems due to 
the need for consistent experimental results across 
different replicates. Specifically, in this paper, we 
analyze the reproducibility of ranking-based feature 
subset selection algorithms. When applied to data, 
this family of algorithms builds an ordering of 
variables in terms of a measure of relevance. In 
order to quantify the reproducibility of ranking-
based feature subset selection algorithms, we 
propose a model that takes into account all the 
different sized subsets of top-ranked features. The 
model is fitted to data through the minimization of 
an error function related to the expected values of 
Kuncheva’s consistency index for those subsets. 
Once it is fitted, the model provides practical 
information about the feature subset selection 
algorithm analyzed, such as a measure of its 
expected reproducibility or its estimated area under 
the receiver operating characteristic curve 
regarding the identification of relevant features. 
We test our model empirically using both synthetic 
and a wide range of real data. The results show 
that our proposal can be used to analyze feature 
subset selection algorithms based on rankings in 
terms of their reproducibility and their performance.

https://link.springer.com/artic
le/10.1007/s10115-020-
01519-3
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We constructed a survey to understand how authors 
and scientists view the issues around 
reproducibility, focusing on interactive elements 
such as interactive figures embedded within online 
publications, as a solution for enabling the 
reproducibility of experiments. We report the views 
of 251 researchers, comprising authors who have 
published in eLIFE Sciences, and those who work at 
the Norwich Biosciences Institutes (NBI). The 
survey also outlines to what extent researchers are 
occupied with reproducing experiments themselves. 
Currently, there is an increasing range of tools that 
attempt to address the production of reproducible 
research by making code, data, and analyses 
available to the community for reuse. We wanted 
to collect information about attitudes around the 
consumer end of the spectrum, where life scientists 
interact with research outputs to interpret scientific 
results. Static plots and figures within articles are a 
central part of this interpretation, and therefore we 
asked respondents to consider various features for 
an interactive figure within a research article that 
would allow them to better understand and 
reproduce a published analysis. The majority (91%) 
of respondents reported that when authors describe 
their research methodology (methods and analyses) 
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Reproducibility has become an intensely de- bated 
topic in NLP and ML over recent years, but no 
commonly accepted way of assessing 
reproducibility, let alone quantifying it, has so far 
emerged. The assumption has been that wider 
scientific reproducibility terminology and definitions 
are not applicable to NLP/ML, with the result that 
many different terms and definitions have been 
proposed, some diamet- rically opposed. In this 
paper, we test this assumption, by taking the 
standard terminol- ogy and definitions from 
metrology and apply- ing them directly to NLP/ML. 
We find that we are able to straightforwardly 
derive a practical framework for assessing 
reproducibility which has the desirable property of 
yielding a quanti- fied degree of reproducibility that 
is compara- ble across different reproduction 
studies.
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Discussions of reproducibility are casting doubts on 
the credibility of experimental outcomes in the life 
sciences. Although experimental evolution is not 
typically included in these discussions, this field is 
also subject to low reproducibility, partly because of 
the inherent contingencies affecting the 
evolutionary process. A received view in 
experimental studies more generally is that 
standardization (i.e., rigorous homogenization of 
experimental conditions) is a solution to some 
issues of significance and internal validity. 
However, this solution hides several difficulties, 
including a reduction of external validity and 
reproducibility. After explaining the meaning of 
these two notions in the context of experimental 
evolution, we import from the fields of animal 
research and ecology and suggests that systematic 
heterogenization of experimental factors could 
prove a promising alternative. We also incorporate 
into our analysis some philosophical reflections on 
the nature and diversity of research objectives in 
experimental evolution.
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The reproducibility of findings is a compelling 
methodological problem that the neuroimaging 
community is facing these days. The lack of 
standardized pipelines for image processing, 
quantification and statistics plays a major role in 
the variability and interpretation of results, even 
when the same data are analysed. This problem is 
well-known in MRI studies, where the indisputable 
value of the method has been complicated by a 
number of studies that produce discrepant results. 
However, any research domain with complex data 
and flexible analytical procedures can experience a 
similar lack of reproducibility. In this paper we 
investigate this issue for brain PET imaging. During 
the 2018 NeuroReceptor Mapping conference, the 
brain PET community was challenged with a 
computational contest involving a simulated 
neurotransmitter release experiment. Fourteen 
international teams analysed the same imaging 
dataset, for which the ground-truth was known. 
Despite a plurality of methods, the solutions were 
consistent across participants, although not 
identical. These results should create awareness 
that the increased sharing of PET data alone will 
only be one component of enhancing confidence in 
neuroimaging results and that it will be important 
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In the early 2010s, a crisis of reproducibility rocked 
the field of psychology. Fol- lowing a period of 
reflection, the field has responded with radical 
reform of its scientific practices. More recently, 
similar questions about the reproducibility of 
machine learning research have also come to the 
fore. In this short paper, we present select ideas 
from psychology’s reformation, translating them 
into rele- vance for a machine learning audience.
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Over the last decade, reproducibility of 
experimental results has been a prime focus in 
database systems research, and many high-profile 
conferences award results that can be 
independently verified. Since database systems 
research involves complex software stacks that non-
trivially interact with hardware, sharing 
experimental setups is anything but trivial: Building 
a working reproduction package goes far beyond 
providing a DOI to some repository hosting data, 
code, and setup instructions.
This tutorial revisits reproducible engineering in the 
face of state-of-the-art technology, and best 
practices gained in other computer science research 
communities. In particular, in the hands-on part, we 
demonstrate how to package entire system 
software stacks for dissemination. To ascertain 
long-term reprodu- cibility over decades (or ideally, 
forever), we discuss why relying on open source 
technologies massively employed in industry has 
essential advantages over approaches crafted 
specifically for research. Supplementary material 
shows how version control systems that allow for 
non-linearly rewriting recorded history can 
document the structured genesis behind 
experimental setups in a way that is substantially 

reproducible science, 
reproduction, reproduc- tion 
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Background: Accuracy and reproducibility are vital in 
science and presents a significant challenge in the 
emerging discipline of data science, especially 
when the data are scientifically complex and 
massive in size. Further complicating matters, in 
the field of genomic-based science high-throughput 
sequencing technologies generate considerable 
amounts of data that needs to be stored, 
manipulated, and analyzed using a plethora of 
software tools. Researchers are rarely able to 
reproduce published genomic studies.
Results: Presented is a novel approach which 
facilitates accuracy and reproducibility for large 
genomic research data sets. All data needed is 
loaded into a portable local database, which serves 
as an interface for well-known software 
frameworks. These include python-based Jupyter 
Notebooks and the use of RStudio projects and R 
markdown. All software is encapsulated using 
Docker containers and managed by Git, simplifying 
software configuration management.
Conclusion: Accuracy and reproducibility in science 
is of a paramount importance. For the biomedical 
sciences, advances in high throughput technologies, 
molecular biology and quantitative methods are 
providing unprecedented insights into disease 
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Student's two-sample t-test is often used in 
medical research like randomized controlled trials. 
To control type I errors, normality of the observed 
data needs to be assessed. In practice, a two-stage 
procedure is acknowledged: First, a preliminary test 
for normality is conducted. If the test is not 
significant, the two-sample t-test is applied, and 
else a nonparametric test like Mann–Whitney's U is 
conducted. It is unknown how Bayesian tests 
behave under this procedure. A simulation study 
was conducted to study the error rates of these 
Bayesian alternatives under preliminary 
assessment of normality in balanced and 
unbalanced designs. Results show that Bayesian 
counterparts yield 50–60% fewer type I errors at 
the cost of slightly increased type II error rates, and 
that the two-stage procedure is not recommended 
in unbalanced Bayesian designs. This makes them 
an attractive alternative for biomedical research, as 
decreased power can be overcome by increasing 
sample size.

Bayesian two-sample tests, 
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normality, Student's t-test, 
Mann–Whitney's U test, type 
I and II error rates
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Computational reproducibility is a growing problem 
that has been extensively studied among 
computational researchers and within the signal 
processing and machine learning research 
community. However, with the changing landscape 
of signal processing and machine learning research 
come new obstacles and unseen challenges in 
creating reproducible experiments. Due to these 
new challenges most computational experiments 
have become difficult, if not impossible, to be 
reproduced by an independent researcher. In 2016 a 
survey conducted by the journal Nature found that 
50% of researchers were unable to reproduce their 
own experiments. While the issue of computational 
reproducibility has been discussed in the literature 
and specifically within the signal processing 
community, it is still unclear to most researchers 
what are the best practices to ensure 
reproducibility without impinging on their primary 
responsibility of conducting research. We feel that 
although researchers understand the importance of 
making experiments reproducible, the lack of a 
clear set of standards and tools makes it difficult to 
incorporate good reproducibility practices in most 
labs. It is in this regard that we aim to present 
signal processing researchers with a set of practical 
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Recent studies demonstrated that the 
reproducibility of previously published com- 
putational experiments is inadequate. Many of 
these published computational ex- periments are 
not reproducible, because they never recorded or 
preserved their computational environment. This 
environment consists of artifacts such as pack- ages 
installed in the language, libraries installed on the 
host system, file names, and directory hierarchy. 
Researchers have created reproducibility tools to 
help mitigate this problem, but they do nothing for 
the experiments that already exist in online 
repositories. This situation is not improving, as 
researchers continue to publish re- sults every year 
without using reproducibility tools, likely due to 
benign neglect as it is common to believe 
publishing the code and data is sufficient for 
reproducibil- ity. To clarify the gap between what 
existing reproducibility tools are capable of and this 
issue with published experiments, we define a 
framework to distinguish between actions taken by 
a researcher to facilitate reproducibility in the 
presence of a computational environment and 
actions taken by a researcher to enable re- 
production of an experiment when that 
environment has been lost. The difference between 
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… , analyze, interpret, record, and report research is 
inseparable from reproducibility such that proper 
experimenter training is fundamental to addressing 
the reproducibility problem. …

https://www.tandfonline.com
/doi/full/10.1080/17460441.2
021.1893690
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Reforms to improve 
reproducibility and quality 
must be coordinated across 
the research ecosystem: The 
view from the UKRN Local 
Network Leads 2021 psyarxiv.com

https://psyarxiv.com/xzfa2/do
wnload?format=pdf 54 45009,63277 PDF 0 0.00 0 6 2

Many disciplines are facing a “reproducibility 
crisis”, ushering in much discussion about how
to improve research integrity, reproducibility, and 
transparency. A unified effort across all
sectors, levels, and stages of the research 
ecosystem is needed to coordinate goals and
reforms that focus on open and transparent 
research practices, while promoting a more
positive incentive culture for all. In this 
commentary, we - the Local Network Leads of the 
UK
Reproducibility Network - outline our response to 
the UK House of Commons Science and
Technology Committee’s inquiry on research 
integrity and reproducibility. We argue that the
four areas for effective actions are to coordinate: 
(1) a positive research culture, (2) a unified
stance on improving research quality, (3) common 
foundations for open and transparent
research practice, and (4) the routinisation of this 
practice. For each of these areas, we
outline the role that individuals, institutions, 
funders, publishers, and Government play in
shaping the research ecosystem. Working together, 
these constituent members must also
partner with sectoral and coordinating 

https://psyarxiv.com/xzfa2/do
wnload?format=pdf
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An Assessment of 
Reproducibility of Social and 
Behavioral Science Papers 
Using Supervised Learning 
Models 2021 etda.libraries.psu.edu

https://etda.libraries.psu.edu/
catalog/24542rfn5089 81 45009,63277 0 0.00 0 1 2

In the last decade, there has been increased 
conversation over the "reproducibility crisis" and 
"replication crisis" in various medical, life and 
behavioral sciences. This thesis focuses on the 
social and behavioral sciences(SBS) research 
claims. We try to assess prediction of 
reproducibility of SBS papers using supervised 
machine learning models. We use a framework of 
feature extraction to retrieve 5 categories of 
features namely: bibliometric features, venue 
features, and author features from public APIs or 
open source machine learning libraries with 
customized parsers, Statistical features by 
recognizing patterns in the body text and semantic 
features from public APIs or using natural language 
processing models. These features are analyzed 
using different feature selection methods such as 
pairwise correlations, mutual information and 
ANOVA-F values. Their importance for predicting a 
set of human-assessed ground truth labels for the 
SBS papers was studied. We identify the top 
features based on the feature selection methods by 
comparing the performance of 10 supervised 
machine learning models.

Reproducibility, Replication, 
Social and Behavioral Sciences
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Immediate Feedback for 
Students to Solve Notebook 
Reproducibility Problems in 
the Classroom 2021

2021 IEEE 
Symposium 
… ieeexplore.ieee.org

https://ieeexplore.ieee.org/ab
stract/document/9576363/ 90 45009,63277 0 0.00 0 4 2

Jupyter notebooks have gained popularity in educa- 
tional settings. In France, it is one of the tools used 
by teachers in post-secondary classes to teach 
programming.
When students complete their assignments, they 
send their notebooks to the teacher for feedback or 
grading. However, the teacher may not be able to 
reproduce the results contained in the notebooks. 
Indeed, students rely on the non-linearity of 
notebooks to write and execute code cells in an 
arbitrary order. Conversely, teachers are not aware 
of this implicit execution order and expect to 
reproduce the results by running the cells linearly 
from top to bottom. These two modes of usage 
conflict, making it difficult for teachers to evaluate 
their students’ work.
This article investigates the use of immediate 
visual feedback to alleviate the issue of non-
reproducibility of students’ notebooks. We 
implemented a Jupyter plug-in called Notebook 
Reproducibil- ity Monitor (NoRM) that pinpoints the 
non-reproducible cells of a notebook under 
modifications. To evaluate the benefits of this 
approach, we perform a controlled study with 37 
students on a programming assignment, followed 
by a focus group. Our results show that the plug-in 

notebooks, reproducibility, 
computer science education.
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… of the reproducibility of research work, as done in 
other computer science domains such as … Having 
such a repository is well-suited for students and 
adds structure to reproducibility in …
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Increasing Reproducibility 
Through Provenance, 
Transparency and Reusability 
in a Cloud-Native Application 
for Collaborative Machine 
Learning 2021 diva-portal.org

https://www.diva-
portal.org/smash/record.jsf?p
id=diva2:1530865 151 45009,63277 0 0.00 0 2 2

The purpose o fthis thesis paper was to develop 
new features in
the cloud-native and open-sourcemachine learning 
platform STACK, aiming to strengthen the 
platform's support for conducting reproducible 
machine learning experiments through provenance, 
transparency and reusability. Adhering to the 
definition of reproducibility as the ability of 
independent researchers to
exactly duplicate scientific results with the same 
material as in
the original experiment, two concepts were 
explored as
alternatives for this specific goal: 1) Increased 
support for
standardized textual documentation of machine 
learning models and their corresponding datasets; 
and 2) Increased support for provenance to track 
the lineage of machine learning models by
making code, data and metadata readily available 
and stored for
future reference. We set out to investigate to what 
degree these features could increase reproducibility 
in STACK, both when used
in isolation and when combined.
When these features had been implemented 

https://www.diva-
portal.org/smash/get/diva2:1
530865/FULLTEXT01.pdf
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A GLIMPSE INTO THE 
REPRODUCIBILITY OF 
SCIENTIFIC PAPERS IN 
MOVEMENT ECOLOGY: HOW 
ARE WE DOING? 2021 mablab.org

https://mablab.org/publicatio
n/Poongavanan_2021_MS.pdf 168 45009,63277 PDF 0 0.00 0 1 2

Reproducibility is the earmark of science and thus 
Movement Ecology as well. However, studies in 
disciplines such as biology and geosciences have 
shown that published work is rarely reproducible. 
Ensuring reproducibility is not a mandatory part of 
the research process and thus there are no clear 
procedures in place to assess the reproducibility of 
scientific articles. In this study we put forward a 
reproducibility workflow scoring sheet based on six 
criteria that lead to successful reproducible papers. 
The reproducibility workflow can be used by authors 
to evaluate the reproducibility of their studies 
before publication and reviewers to evaluate the 
reproducibility of scientific papers. To assess the 
state of reproducibility in Movement Ecology, we 
attempted to reproduce the results from Movement 
Ecology papers that use behavioral pattern 
identification methods. We selected 75 papers 
published in several journals from 2010- 2020. 
According to our proposed reproducibility workflow, 
sixteen studies reflected at least some 
reproducibility (scores ≥ 4). In particular, we were 
only able to obtain the data for 16 out of 75 papers. 
Out of these, a minority of papers also provided 
code with the data (6 out of the 16 studies). Out of 
the 6 studies that made both data and code 
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Transparency and 
reproducibility in artificial 
intelligence 2020 Nature nature.com

https://www.nature.com/arti
cles/s41586-020-2766-y
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,5&hl=en 70 45009,63277 n/a 201 67.00 40 5 3

Breakthroughs in artificial intelligence (AI) hold 
enormous potential as it can automate complex 
tasks and go even beyond human performance. In 
their study, McKinney et al. showed the high 
potential of AI for breast cancer screening. 
However, the lack of methods’ details and 
algorithm code undermines its scientific value. 
Here, we identify obstacles hindering transparent 
and reproducible AI research as faced by McKinney 
et al., and provide solutions to these obstacles with 
implications for the broader field.

https://dash.harvard.edu/bitst
ream/handle/1/37372879/AI_
Reproducility_R3%20%281%2
9.pdf?sequence=2&isAllowed
=y
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Challenges to the 
reproducibility of machine 
learning models in health care 2020 Jama jamanetwork.com

https://jamanetwork.com/jou
rnals/jama/article-
abstract/2758612
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Reproducibility has been an important and intensely 
debated topic in science and medicine for the past 
few decades.1 As the scientific enterprise has 
grown in scope and complexity, concerns regarding 
how well new findings can be reproduced and 
validated across different scientific teams and 
study populations have emerged. In some 
instances,2 the failure to replicate numerous 
previous studies has added to the growing concern 
that science and biomedicine may be in the midst 
of a “reproducibility crisis.” Against this backdrop, 
high-capacity machine learning models are 
beginning to demonstrate early successes in clinical 
applications,3 and some have received approval 
from the US Food and Drug Administration. This 
new class of clinical prediction tools presents 
unique challenges and obstacles to reproducibility, 
which must be carefully considered to ensure that 
these techniques are valid and deployed safely and 
effectively.

https://www.ncbi.nlm.nih.gov
/pmc/articles/PMC7335677/
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How to measure the 
reproducibility of system-
oriented IR experiments 2020

Proceedings 
of the 43rd … dl.acm.org

https://dl.acm.org/doi/abs/10
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Replicability and reproducibility of experimental 
results are pri- mary concerns in all the areas of 
science and IR is not an exception. Besides the 
problem of moving the field towards more 
reproducible experimental practices and protocols, 
we also face a severe method- ological issue: we 
do not have any means to assess when repro- 
duced is reproduced. Moreover, we lack any 
reproducibility-oriented dataset, which would allow 
us to develop such methods.
To address these issues, we compare several 
measures to objec- tively quantify to what extent 
we have replicated or reproduced a system-
oriented IR experiment. These measures operate at 
different levels of granularity, from the fine-grained 
comparison of ranked lists, to the more general 
comparison of the obtained effects and significant 
differences. Moreover, we also develop a 
reproducibility- oriented dataset, which allows us to 
validate our measures and which can also be used 
to develop future measures.

CCS CONCEPTS
• Information systems → 
Evaluation of retrieval results; 
Re-
trieval effectiveness; 
KEYWORDS
replicability; reproducibility; 
measure
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FAIR digital objects in 
environmental and life 
sciences should comprise 
workflow operation design 
data and method information 
for repeatability of study 
setups and reproducibility of 
results 2020 Database academic.oup.com

https://academic.oup.com/da
tabase/article-
abstract/doi/10.1093/databas
e/baaa059/5894776

https://scholar.google.com/sc
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Repeatability of study setups and reproducibility of 
research results by underlying data are major 
requirements in science. Until now, abstract 
models for describing the structural logic of studies 
in environmental sciences are lacking and tools for 
data management are insufficient. Mandatory for 
repeatability and reproducibility is the use of 
sophisticated data management solutions going 
beyond data file sharing. Particularly, it implies 
maintenance of coherent data along workflows. 
Design data concern elements from elementary 
domains of operations being transformation, 
measurement and transaction. Operation design 
elements and method information are specified for 
each consecutive workflow segment from field to 
laboratory campaigns. The strict linkage of 
operation design element values, operation values 
and objects is essential. For enabling coherence of 
corresponding objects along consecutive workflow 
segments, the assignment of unique identifiers and 
the specification of their relations are mandatory. 
The abstract model presented here addresses these 
aspects, and the software DiversityDescriptions 
(DWB-DD) facilitates the management of thusly 
connected digital data objects and structures. DWB-
DD allows for an individual specification of 
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Double trouble? The 
communication dimension of 
the reproducibility crisis in 
experimental psychology and 
neuroscience 2020

European 
Journal for 
Philosophy 
of Science Springer
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Most discussions of the reproducibility crisis focus 
on its epistemic aspect: the fact that the scientific 
community fails to follow some norms of scientific 
investigation, which leads to high rates of 
irreproducibility via a high rate of false positive 
findings. The purpose of this paper is to argue that 
there is a heretofore underappreciated and 
understudied dimension to the reproducibility crisis 
in experimental psychology and neuroscience that 
may prove to be at least as important as the 
epistemic dimension. This is the communication 
dimension. The link between communication and 
reproducibility is immediate: independent 
investigators would not be able to recreate an 
experiment whose design or implementation were 
inadequately described. I exploit evidence of a 
replicability and reproducibility crisis in 
computational science, as well as research into 
quality of reporting to support the claim that a 
widespread failure to adhere to reporting 
standards, especially the norm of descriptive 
completeness, is an important contributing factor in 
the current reproducibility crisis in experimental 
psychology and neuroscience.
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research 2020

Proceedings 
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Although reproducibility–the idea that a valid 
scientific experiment can be repeated with similar 
results– is integral to our understanding of good 
scientific practice, it has remained a difficult 
concept to define precisely. Across scientific 
disciplines, the increasing prevalence of large 
datasets, and the computational techniques 
necessary to manage and analyze those datasets, 
has prompted new ways of thinking about 
reproducibility. We present findings from a 
qualitative study of a NSF–funded two-week 
workshop developed to introduce an 
interdisciplinary group of domain scientists to data-
management techniques for data-intensive 
computing, with a focus on reproducible science. 
Our findings suggest that the introduction of data-
related activities promotes a new understanding of 
reproducibility as a mechanism for local knowledge 
transfer and collaboration, particularly as regards 
efficient software reuse.

CCS Concepts: • Human-
centered computing → 
Computer supported 
cooperative work; 
Ethnographic studies; 
Empirical studies in 
collaborative and social 
computing.
Additional Key Words and 
Phrases: data work; 
reproducibility; replicability; 
scientific software devel- 
opment
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Trust but verify: How to 
leverage policies, workflows, 
and infrastructure to ensure 
computational reproducibility 
in publication 2020 hdsr.duqduq.org
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This article distills findings from a qualitative study 
of seven reproducibility initiatives to enumerate 
nine key decision points for journals seeking to 
address concerns about the quality and rigor of 
computational research by expanding the peer 
review and publication process. We evaluate our 
guidance in light of the recent National Academies 
of Science, Engineering, and Medicine (NASEM, 
2019) report on Reproducibility and Replicability in 
Science recommendation for journal reproducibility 
audits. We present 10 findings that clarify how 
reproducibility initiatives contend with a variety of 
social and technical factors, including significant 
gaps in editorial infrastructure and a lack of 
uniformity in how research artifacts are packaged 
for dissemination. We propose and define a novel 
concept of assessable reproducible research 
artifacts and point the way to an improved 
understanding of how changes to author incentives 
and dissemination requirements impact the quality, 
rigor, and trustworthiness of published 
computational research.

reproducibility, reproducibility 
audits, reproducibility 
initiative, reproducibility 
policy, open data and code, 
peer review
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Reproducibility in science: A 
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Scientific progress requires the ability of scientists 
to build on the results produced by those who 
preceded them. Because of this, there is concern 
that irreproducible scientific results are being 
reported. We suggest that while reproducibility can 
be an important hallmark of good science, it is not 
often the most important indicator. The discipline 
of metrology, or measurement science, describes a 
measurement result as a value and the uncertainty 
around that value. We propose a systematic 
process for considering the sources of uncertainty in 
a scientific study that can be applied to virtually all 
disciplines of scientific research. We suggest that a 
research study can be characterized by how sources 
of uncertainty in the study are reported and 
mitigated. Such activities can add to the value of 
scientific results and the ability to share data 
effectively.

measurement science, 
reproducibility, sources of 
uncertainty, comparability, 
data, metadata

Scientific progress requires 
the ability of scientists to 
build on the results 
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Different preprocessing 
strategies lead to different 
conclusions: A [11C]DASB-PET 
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Positron emission tomography (PET) neuroimaging 
provides unique possibilities to study biological 
processes in vivo under basal and interventional 
conditions. For quantification of PET data, 
researchers commonly apply different arrays of 
sequential data analytic methods (‘‘preprocessing 
pipeline’’), but it is often unknown how the choice 
of preprocessing affects the final outcome. Here, 
we use an available data set from a double-blind, 
randomized, placebo-controlled [11C]DASB-PET 
study as a case to evaluate how the choice of 
preprocessing affects the outcome of the study. We 
tested the impact of 384 commonly used 
preprocessing strategies on a previously reported 
positive association between the change from 
baseline in neocortical serotonin transporter 
binding determined with [11C]DASB-PET, and 
change in depressive symptoms, following a 
pharmacological sex hormone manipulation 
intervention in 30 women. The two preprocessing 
steps that were most critical for the outcome were 
motion correction and kinetic modeling of the 
dynamic PET data. We found that 36% of the 
applied preprocessing strategies replicated the 
originally reported finding (p < 0.05). For 
preprocessing strategies with motion correction, 

Positron emission 
tomography, preprocessing, 
head motion, partial volume 
correction, kinetic modeling
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The reproducibility crisis is real, and it is not only 
the field of psychol- ogy that has to deal with it. All 
the sciences are affected; the field of arti- ficial 
intelligence is not an exception.
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/aimagazine/article/downloa
d/5318/7246

https://scholar.google.com/sc
holar?q=related:_GsDWTiMxS
UJ:scholar.google.com/&scioq
=intitle:reproducibility+%22re
producibility+crisis%22+%22co
mputer+science%22&hl=en&a
s_sdt=0,5&as_ylo=2016&as_y
hi=2023

8

A Belz, S 
Agarwal, E 
Reiter, A 
Shimorina

ReproGen: Proposal for a 
shared task on reproducibility 
of human evaluations in NLG 2020 aura.abdn.ac.uk

https://aura.abdn.ac.uk/bitstr
eam/handle/2164/15471/Belz
_et_al_ACL_ReproGenProposa
lForA_VoR.pdf?sequence=1

https://scholar.google.com/sc
holar?cites=12521120460088
496004&as_sdt=2005&sciodt=
0,5&hl=en 74 45009,63277 PDF 8 24504 2 4 3

Across NLP, a growing body of work is look- ing at 
the issue of reproducibility. However, replicability of 
human evaluation experiments and reproducibility 
of their results is currently under-addressed, and 
this is of particular con- cern for NLG where human 
evaluations are the norm. This paper outlines our 
ideas for a shared task on reproducibility of human 
eval- uations in NLG which aims (i) to shed light on 
the extent to which past NLG evaluations have been 
replicable and reproducible, and (ii) to draw 
conclusions regarding how evaluations can be 
designed and reported to increase repli- cability and 
reproducibility. If the task is run over several years, 
we hope to be able to docu- ment an overall 
increase in levels of replicabil- ity and 
reproducibility over time.

https://aura.abdn.ac.uk/bitstr
eam/handle/2164/15471/Belz
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Recent years have introduced major shifts in 
scientific reporting and publishing. The scientific 
community, publishers, funding agencies, and the 
public expect research to adhere to principles of 
openness, reproducibility, replicability, and 
repeatability. However, studies have shown that 
scientists often have neither the right tools nor 
suitable support at their disposal to meet these 
modern science challenges. In fact, even the 
concrete expectations connected to these terms 
may be unclear and subject to field-specific, 
organizational, and personal interpretations. Based 
on a narrative literature review of work that defines 
characteristics of open science, reproducibility, 
replicability, and repeatability, as well as a review 
of recent work on researcher-centered 
requirements, we find that the bottom-up practices 
and needs of researchers contrast top-down 
expectations encoded in terms related to 
reproducibility and open science. We identify and 
define reproducibility as a central term that 
concerns the ease of access to scientific resources, 
as well as their completeness, to the degree 
required for efficiently and effectively interacting 
with scientific work. We hope that this 
characterization helps to create a mutual 

reproducibility; definition; 
replicability; open science; 
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Machine learning (ML) has been widely used in the 
literature to automate software engineering tasks. 
However, ML outcomes may be sensitive to 
randomization in data sampling mechanisms and 
learning procedures. To understand whether and 
how researchers in SE address these threats, we 
surveyed 45 recent papers related to three 
predictive tasks: defect prediction (DP), predictive 
mutation testing (PMT), and code smell detection 
(CSD). We found that less than 50% of the surveyed 
papers address the threats related to randomized 
data sampling (via multiple repetitions); only 8% of 
the papers address the random nature of ML; and 
parameter values are rarely reported (only 18% of 
the papers). To assess the severity of these threats, 
we con- ducted an empirical study using 26 real-
world datasets commonly considered for the three 
predictive tasks of interest, considering eight 
common supervised ML classifiers. We show that 
different data resamplings for 10-fold cross-
validation lead to extreme variability in observed 
performance results. Furthermore, ran- domized 
ML methods also show non-negligible variability for 
different choices of random seeds. More 
worryingly, performance and variability are 
inconsistent for different implementations of the 
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reproducibility, randomization
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As many other disciplines, control theory to some 
degree suffers from a reproducibility crisis. In 
particular, since computational methods like 
simulation, numeric approximation or computer 
algebra play an important role, the reproducibility 
of results relies on implementation details, which 
are typically out of scope for written papers. While 
some publications do reference the source code of 
the respective software, this is by far not standard 
in industry and academia. Additionally, having 
access to the source code does not imply 
reproducibility due to dependency issues w. r. t. 
hardware and software components. This paper 
proposes a three-component approach to mitigate 
the problem: a) an open repository with a suitable 
data structure to publish formal problem 
specifications and problem solutions (each 
represented as source code) along with necessary 
metadata, b) a web service that automatically 
checks the solution methods against the problem 
specifications and auxiliary software for local 
testing and c) a peer-oriented process scheme to 
organize both the contribution process to that repo 
and formal quality assur- ance. The proposed 
concept offers simplified and more robust 
reproducibility, as well as increased visibility of 
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Advances in computing infrastructure and 
instrumentation have accelerated scientific 
discovery in addition to exploding the data volumes. 
Unfortunately, the unavailability of equally 
advanced data management infrastructure has led 
to ad hoc practices that diminish scientific 
productivity and exacerbate the reproducibility 
crisis. We discuss a system-wide solution that 
supports management needs at every stage of the 
data lifecycle. At the center of this system is 
DataFed - a general purpose, scientific data 
management system that addresses these 
challenges by federating data storage across 
facilities with central metadata and provenance 
management - providing simple and uniform data 
discovery, access, and collaboration capabilities. At 
the edge is a Data Gateway that captures raw data 
and context from experiments (even when 
performed on off-network instruments) into 
DataFed. DataFed can be integrated into analytics 
platforms to easily, correctly, and reliably work with 
datasets to improve reproducibility of such 
workloads. We believe that this system can 
significantly alleviate the burden of data 
management and improve compliance with the 
Findable Accessible Interoperable, Reusable (FAIR) 
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Several factors are driving profound changes in the 
way life science laboratories organize their 
workflow, whether in medical diagnostics or basic 
research. A common cause of these changes is the 
proliferation of the amount of data generated, 
combined with a rapid decline of the cost of 
producing it. This is demanding ever more exacting 
quality control to contain errors, combined with 
advanced analytics, including machine learning, to 
gain meaningful insights or reliable diagnoses. The 
other challenge that imposes changes on laboratory 
workflow is reproducibility, which has come to a 
head with mounting appreciation that failures to 
reproduce and validate important results threaten 
the integrity and reputation of biomedical research.

https://www.embopress.org/
doi/full/10.15252/embr.20205
0003
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Reproducibility for everyone: 
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Open and reproducible research practices increase 
the reusability and impact of scientific research. 
Factors affecting the reproducibility of results can 
arise from nearly every aspect of the scientific 
process and most can be overcome by improved 
education in reproducible research practices. We 
present the Reproducibility for Everyone (R4E) 
initiative that aims to provide training via series of 
customizable workshop modules that covers the 
conceptual framework of reproducible research 
practices, followed by an overview of actionable 
research practices. Our workshops target 
researchers at all levels and across disciplines. To 
date, the R4E initiative has reached over two-
thousand researchers worldwide. R4E is volunteer-
led and demonstrates how a shared set of 
materials form the basis for a global initiative to 
improve reproducibility in science. All workshop 
materials, including accompanying resources, are 
available under a CC-BY 4.0 license at 
www.repro4everyone.org. 
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Reproducibility has recently received increased 
attention within artificial intelligence. Al- though it 
is claimed that artificial intelligence is having a 
reproducibility crisis, this is not yet confirmed about 
time series forecasting. This study aims to 
determine to what degree today’s research within 
the field of time series prediction is reproducible. 
An attempt to reproduce some of the methods 
from the M4 competition could fill this gap in the 
liter- ature. Ten of the top-performing methods in 
the M4 competition have been attempted 
reproduced. The eight methods that were 
successfully rerun produced forecasts that were not 
equal to the original submissions, but still gave a 
score that did not change the order of the top-
performing methods in the competition.

https://ntnuopen.ntnu.no/ntn
u-
xmlui/bitstream/handle/1125
0/2777683/no.ntnu%3Ainsper
a%3A57320302%3A25583812.
pdf?sequence=1
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Reproducibility Crisis in 
Science: A Discussion of the 
Disregard of ARRIVE 
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Research Reporting 2020 search.proquest.com
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Science is moving forward at an unmatched pace in 
today’s society with technological advances 
allowing scientists to complete research which only 
a decade ago would have seemed like something 
out of a science-fiction novel. As economic, 
technological and computational advances allow us 
to design and apply these new tools toward 
medical advancement and innovation, are our 
foundations in the scientific method, methods 
documentation, and experimental design in the 
academic research environment being 
implemented to the fullest of their potential? Lack 
of reproducibility surrounding the preclinical 
research is trending. Problems with reproducibility 
in have become a recurrent announcement that 
produced paper retractions after paper retraction, 
the reason behind these retractions is vast including 
but not exclusive to, poor study design, improper 
statistical analysis (underpowered studies) and 
misleading or omitted instruction in the methods 
section (missing key procedural instructions and/or 
using unsuitable reagents). We can only hope that 
the assumption that most of these irreproducible 
studies are being reported in error but without 
malice intent.
Nevertheless, the data are wrong and resources 
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ReprohackNL 2019: How 
libraries can promote 
research reproducibility 
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engagement 2020 IASSIST … iassistquarterly.com
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University Libraries play a crucial role in moving 
towards Open Science, contributing to more 
transparent, reproducible and reusable research. 
The Center for Digital Scholarship (CDS) at Leiden 
University (LU) library is a scholarly lab that 
promotes open science literacy among Leiden’s 
scholars by two complementary strategies: existing 
top-down structures are used to provide training 
and services, while bottom-up initiatives from the 
research community are actively supported by 
offering the CDS’s expertise and facilities. An 
example of how bottom-up initiatives can blossom 
with the help of library structures such as the CDS is 
ReproHack. ReproHack – a reproducibility hackathon 
– is a grass-root initiative by young scholars with 
the goal of improving research reproducibility in 
three ways. First, hackathon attendees learn about 
reproducibility tools and challenges by reproducing 
published results and providing feedback to authors 
on their attempt. Second, authors can nominate 
their work and receive feedback on their 
reproducibility efforts. Third, the collaborative 
atmosphere helps building a community interested 
in making their own research reproducible.
A first ReproHack in the Netherlands took place on 
November 30th, 2019, co-organised by the CDS at 
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Graphical User Interfaces are the most common 
way of in- teraction with the devices we use in our 
everyday life. Given the important and long-lasting 
impact that the visual design of GUIs has on User 
Experience, its experimental study is of high 
importance. However, this activity suffers from a 
lack of reproducibility of experimental results due 
to the significant amount of time and resources to 
conduct such experiments and create datasets. To 
address this problem, this thesis aims at developing 
an application which purpose is to facilitate the 
construction of datasets in the context of 
experimental studies of GUIs. The application 
parameterizes the design of experimental studies 
related to GUIs and automates various steps in 
order to facilitate their deployment and to foster 
their reproducibility. We explain the research 
approach, the workflows and features underlying 
the application. Finally, we discuss the current state 
of the thesis and the future work to be achieved.

CCS CONCEPTS
• Human-centered computing 
→ Graphical user inter- faces; 
User studies; User interface 
design; • Computer sys- tems 
organization → Cloud 
computing.
KEYWORDS
Reproducibility; Experimental 
Studies; Graphical User Inter- 
faces; Measures, Visual 
Design
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The design of algorithms that generate 
personalized ranked item lists is a central topic of 
research in the field of recommender systems. In 
recent years, in particular, the interest of the 
research community has moved to- wards neural 
approaches based on deep learning, which have 
become dom- inant in the literature. Since each of 
those publications claims substantial progress over 
the state-of-the-art, it seems logical to expect the 
research field to be on a steady trajectory of 
increased effectiveness. However, sev- eral studies 
indicated the existence of certain problems in 
today’s research practice, e.g., with respect to the 
choice and optimization of the baselines used for 
comparison or to the design of the experimental 
protocol itself, raising questions about the 
published claims. In order to assess the level of 
progress, reproducibility and the existence of issues 
in the current recom- mender systems research 
practice, this thesis attempts to reproduce recent 
results in the area of neural recommendation 
approaches based on collab- orative filtering. The 
analysis in particular focuses on articles published 
at high level scientific conferences between 2015 
and 2018. The results is that out of 24 articles, only 
12 can be reproduced and only 1 shows to be 
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Reporting specific modelling methods and 
metadata is essential to the reproducibility of 
ecological studies, yet guidelines rarely exist 
regarding what information should be noted. Here, 
we address this issue for ecological niche modelling 
or species distribution modelling, a rapidly 
developing toolset in ecology used across many 
aspects of biodiversity science. Our quantitative 
review of the recent literature reveals a general 
lack of sufficient information to fully reproduce the 
work. Over two-thirds of the examined studies 
neglected to report the version or access date of 
the underlying data, and only half reported model 
parameters. To address this problem, we propose 
adopting a checklist to guide studies in reporting at 
least the minimum information necessary for 
ecological niche modelling reproducibility, offering 
a straightforward way to balance efficiency and 
accuracy. We encourage the ecological niche 
modelling community, as well as journal reviewers 
and editors, to utilize and further develop this 
framework to facilitate and improve the 
reproducibility of future work. The proposed 
checklist framework is generalizable to other areas 
of ecology, especially those utilizing biodiversity 
data, environmental data and statistical modelling, 
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Reproducibility is a cornerstone of science and thus 
for geographic research as well. However, studies 
in other disciplines such as biology have shown that 
published work is rarely reproducible. To assess the 
state of reproducibility, specifically computational 
reproducibility (i.e. rerunning the analysis of a 
paper using the original code), in geographic 
research, we asked geoscientists about this topic 
using three methods: a survey (n = 146), interviews 
(n = 9), and a focus group (n = 5). We asked 
participants about their understanding of open 
reproducible research (ORR), how much it is 
practiced, and what obstacles hinder ORR. We 
found that participants had different 
understandings of ORR and that there are several 
obstacles for authors and readers (e.g. effort, lack 
of openness). Then, in order to complement the 
subjective feedback from the participants, we tried 
to reproduce the results of papers that use spatial 
statistics to address problems in the geosciences. 
We selected 41 open access papers from 
Copernicus and Journal of Statistical Software and 
executed the R code. In doing so, we identified 
several technical issues and specific issues with the 
reproduced figures depicting the results. Based on 
these findings, we propose guidelines for authors to 
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Even machine learning experiments that are fully 
conducted on computers are not necessarily 
reproducible. An increasing number of open source 
and commercial, closed source machine learning 
platforms are being developed that help address 
this problem. However, there is no standard for 
assessing and comparing which features are 
required to fully support reproducibility. We 
propose a quantitative method that alleviates this 
problem. Based on the proposed method we assess 
and compare the current state of the art machine 
learning platforms for how well they support 
making empirical results reproducible. Our results 
show that BEAT and Floydhub have the best support 
for reproducibility with Codalab and Kaggle as close 
contenders. The most commonly used machine 
learning platforms provided by the big tech 
companies have poor support for reproducibility.

https://ieeexplore.ieee.org/do
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oncerns have been raised in multiple scientific 
fields in recent years about the reproducibility of 
published results. Systematic efforts to examine 
this issue have been undertaken in biomedicine and 
psychology, but less is known about this important 
issue in the materials-oriented research that 
underpins much of modern chemical engineering. 
Here, we relate a dramatic historical episode from 
our own institution to illustrate the implications of 
performing reproducible research and describe two 
case studies based on literature analysis to provide 
concrete information on the reproducibility of 
modern materials-oriented research. The two case 
studies deal with the properties of metal-organic 
frameworks (MOFs), a class of materials that have 
generated tens of thousands of papers. We do not 
claim that research on MOFs is less (or more) 
reproducible than other subfields; rather, we argue 
that the characteristics of this subfield are common 
to many areas of materials-oriented research. We 
conclude with specific recommendations for action 
by individual researchers, journal editors, 
publishers, and research communities.
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Reproducibility is fundamental to science, and an 
important component of reproducibility is 
computational reproducibility: the ability of a 
researcher to recreate the results of a published 
study using the original author’s raw data and code. 
Although most people agree that computational 
reproducibility is important, it is still difficult to 
achieve in practice. In this article, the authors 
describe their approach to enabling computational 
reproducibility for the 12 articles in this special 
issue of Socius about the Fragile Families 
Challenge. The approach draws on two tools 
commonly used by professional software engineers 
but not widely used by academic researchers: 
software containers (e.g., Docker) and cloud 
computing (e.g., Amazon Web Services). These 
tools made it possible to standardize the computing 
environment around each submission, which will 
ease computational reproducibility both today and 
in the future. Drawing on their successes and 
struggles, the authors conclude with 
recommendations to researchers and journals.
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Efforts to address a reproducibility crisis have 
generated several valid proposals for improving the 
quality of scientific research. We argue there is also 
need to address the separate but related issues of 
relevance and responsiveness. To address 
relevance, researchers must produce what decision 
makers actually need to inform investments and 
public policy—that is, the probability that a claim is 
true or the probability distribution of an effect size 
given the data. The term responsiveness refers to 
the irregularity and delay in which issues about the 
quality of research are brought to light. Instead of 
relying on the good fortune that some motivated 
researchers will periodically conduct efforts to 
reveal potential shortcomings of published 
research, we could establish a continuous quality-
control process for scientific research itself. Quality 
metrics could be designed through the application 
of this statistical process control for the research 
enterprise. We argue that one quality control 
metric—the probability that a research hypothesis 
is true—is required to address at least relevance 
and may also be part of the solution for improving 
responsiveness and reproducibility. This article 
proposes a “straw man” solution which could be 
the basis of implementing these improvements. As 
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A study of 100 papers from five journals that make 
use of bioacoustic recordings shows that only a 
minority (21%) deposit any of the recordings in a 
repository, supplementary materials section or a 
personal website. This lack of deposition hinders re-
use of the raw data by other researchers, prevents 
the reproduction of a project's analyses and 
confirmation of its findings and impedes progress 
within the broader bioacoustics community. We 
make some recommendations for researchers 
interested in depositing their data.

bioacoustics, open data, 
reproducibility, sound 
libraries, acoustic vouchers

https://www.ncbi.nlm.nih.gov
/pmc/articles/PMC6834726/

https://scholar.google.com/sc
holar?q=related:YDzRDdnDizQ
J:scholar.google.com/&scioq=i
ntitle:reproducibility+%22repr
oducibility+crisis%22+%22com
puter+science%22&hl=en&as_
sdt=0,5&as_ylo=2016&as_yhi=
2023

10

D Figueiredo, R 
Lins, A 
Domingos, N 
Janz…

Seven reasons why: a user's 
guide to transparency and 
reproducibility 2019

… Political 
Science 
Review SciELO Brasil

https://www.scielo.br/j/bpsr/
a/sytyL4L63976XCHfK3d7Qjh/
?lang=en&format=html

https://scholar.google.com/sc
holar?cites=12391939261567
294484&as_sdt=2005&sciodt=
0,5&hl=en 119 45009,63277 HTML 10 18295 2 5 4

Despite a widespread agreement on the 
importance of transparency in science, a growing 
body of evidence suggests that both the natural and 
the social sciences are facing a reproducibility 
crisis. In this paper, we present seven reasons why 
journals and authors should implement — 
transparent guidelines. We argue that sharing 
replication materials, which include full disclosure 
of the methods used to collect and analyze data, 
the public availability of raw and manipulated data, 
in addition to computational scripts, may generate 
the following positive outcomes: 01. production of 
trustworthy empirical results, by preventing 
intentional frauds and avoiding honest mistakes; 
02. making the writing and publishing of papers 
more efficient; 03. enhancing the reviewers’ ability 
to provide better evaluations; 04. enabling the 
continuity of academic work; 05. developing 
scientific reputation; 06. helping to learn data 
analysis; and 07. increasing the impact of scholarly 
work. In addition, we review the most recent 
computational tools to work reproducibly. With this 
paper, we hope to foster transparency within the 
political science scholarly community.

Transparency; reproducibility; 
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Though some empirically-driven best practices in 
computing ed- ucation exist, there are legitimate 
and serious concerns about the dearth of studies 
that have been replicated and/or reproduced in the 
sciences, including education science and 
computing education. Without the empirical 
evidence that comes from replicated, repro- duced 
or meta-analytic studies to provide further 
verification that a particular practice is effective, 
the computing education research community may 
be unintentionally propagating poor practices driven 
by false findings derived from individual studies. 
Propaga- tion of these practices can lead to distrust 
by practitioners, eroding the relationship between 
often well-intentioned researchers who want to 
help inform and shape the practice and those in the 
class- rooms teaching, policymakers, and 
administrators. Therefore, it is incumbent on us as 
a community to seriously consider the state of our 
research practice, the challenges the community 
faces due to the lack of empirical evidence coming 
from our published studies, and how the 
community can have a broader discussion to evolve 
the field into a stronger practice. This short paper 
contains some foundational terminology and 
provides evidence of the lack of repli- cation, 
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We constructed a survey to understand how authors 
and scientists view the issues around 
reproducibility, focusing on interactive elements 
such as interactive figures embedded within online 
publications, as a solution for enabling the 
reproducibility of experiments. We report the views 
of 251 researchers, comprising authors who have 
published in eLIFE Sciences, and those who work at 
the Norwich Biosciences Institutes (NBI). The 
survey also outlines to what extent researchers are 
occupied with reproducing experiments themselves. 
Currently, there is an increasing range of tools that 
attempt to address the production of reproducible 
research by making code, data, and analyses 
available to the community for reuse. We wanted 
to collect information about attitudes around the 
consumer end of the spectrum, where life scientists 
interact with research outputs to interpret scientific 
results. Static plots and figures within articles are a 
central part of this interpretation, and therefore we 
asked respondents to consider various features for 
an interactive figure within a research article that 
would allow them to better understand and 
reproduce a published analysis. The majority (91%) 
of respondents reported that when authors describe 
their research methodology (methods and analyses) 
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Scientific applications are increasingly complex and 
domain specific, and the underlying architectures of 
the parallel and distributed systems on which they 
are executed also continue to grow in complexity. 
As these high performance parallel and distributed 
computing applications and environments continue 
to grow both in complexity and computing power, 
there is an increasing financial cost associated with 
both the acquisition and maintenance of those 
systems. Therefore, the ability to model the 
performance of these applications and systems 
before and during their development and 
deployment to guide cost-effective decisions about 
their resources and configurations is highly 
important to the designers of those applications 
and systems. Performance Evaluation Process 
Algebra (PEPA) is a modeling language and 
framework for modeling parallel and distributed 
computing and communication applications and 
systems, and numerous examples are present in 
the literature where PEPA has been utilized to 
model these systems for evaluating or predicting 
their performance using various metrics, including 
throughput, utilization, and robustness. Since its 
development, the PEPA modeling framework has 
been expanded to model biological systems and 
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This keynote will introduce some of the key 
concepts of European data protection law, and 
clarify how and why this is not equivalent with 
privacy law. Next, I will explain why and how EU 
data protection law could enhance the 
methodological integrity of machine learning 
applications, also in the domain of multimedia.
The question is, first, how the General Data 
Protection Regulation (GDPR) applies to inferences 
captured from multimedia data. This raises a 
number of questions. Does it matter whether such 
data has been made public by the person it relates 
to? Does processing personal data always require 
consent? What counts as valid consent? What if the 
inferences are mere statistics? What does the 
prohibition of processing ‘sensitive data’ (ethnicity, 
health) mean for multimedia analytics? This 
keynote will provide a crash course in the 
underlying ‘logic’ of the GDPR [3], with a focus on 
what is relevant for inferences based on 
multimedia content and metadata. I will uncover 
the purpose limitation principle as the guiding 
rationale of EU data protection law, protecting 
individuals against incorrect, unfair or unwarranted 
targeting.
In the second part of the keynote I will explain how 
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The repercussions of the computational 
"reproducibility crisis" have increased in severity 
with passing time. As research is becoming tightly 
coupled with large sets of data and software 
computation, the conventional way of repeating 
experiments and reproducing results by only 
reading the research text is not enough. Even when 
researchers share their computational models it 
does not tell the whole story, as many of the 
nuances of the research is still missed. To address 
these challenges, this thesis work proposes a 
standard for defining a computational model with 
its configuration and behavior called The Reproduce 
Object Framework (ROF). It takes a digital 
automation approach in proposing a solution for the 
reproducibility challenge. This work draws parallels 
from the information technology industry in 
understanding how some of the reproducibility 
issues can be overcome by creating a standard 
framework. Standardization will help automate 
most ofthe reproducing effort, be cost effective and 
not depend on any one platform.
The Reproduce Object Framework is a JavaScript 
Object Notation (JSON)-based lightweight
standard to define the computational model and its 
configuration, inputs, results, and environment, in 
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… a reproducibility crisis [4]. Researchers in 
computational neuroscience are taking notice and 
articulating the need for addressing various facets 
of reproducibility as … , computer science is …
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… about different types of reproducibility, a more 
granular … which confirmation of computational 
reproducibility is automatically … – any given 
research project’s computational reproducibility. … https://osf.io/thvef/download
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The introduction of open access data policies by 
research councils, the enforcement of best 
practices, and the deployment of persistent online 
repositories have enabled datasets that support 
results in scientific papers to become more widely 
accessible. Unfortunately, despite this 
advancement in the curation/publishing workflow, 
the data-driven figures within a paper often remain 
difficult to reproduce. Plotting or analysis scripts 
rarely accompany the manuscript or any associated 
software release; and even if they do, it may be 
unclear exactly which version was used. 
Furthermore, the precise commands and 
parameters used to execute the scripts are often 
not included in a README file or in the paper itself. 
This paper introduces a new open source digital 
curation tool, Pynea, for improving the 
reproducibility of LaTeX documents. Each figure 
within a document is enriched by automatically 
embedding the plotting script and data files 
required to generate it, such that it can be 
regenerated by readers of the paper in the future. 
The command used to execute the plotting script is 
also added to the figure’s metadata, along with 
details of the specific version of the script used (if 
the script is tracked with the Git version control 

http://www.ijdc.net/article/d
ownload/656/566

https://scholar.google.com/sc
holar?q=related:Wn-
fPCSsdgUJ:scholar.google.com
/&scioq=intitle:reproducibility
+%22reproducibility+crisis%22
+%22computer+science%22&
hl=en&as_sdt=0,5&as_ylo=20
16&as_yhi=2023



0 M Linde

PhD Proposal-Back to 
Bayesics: Solving the 
Reproducibility Crisis in 
Biomedicine 2019 fse.studenttheses.ub.rug.nl

https://fse.studenttheses.ub.r
ug.nl/id/eprint/20457 150 45009,63277 CITATION 0 0.00 0 1 4
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authorize public publication of the thesis. …
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The reproducibility of scientific studies is an 
important issue facing modern biology. A large
 number of studies published today cannot be 
reproduced, and the situation has been
 described as a reproducibility crisis. It has been 
shown that the inclusion of computational
 analysis within a study, adds a further level of 
complexity in reproducing the findings in that
 study. Even the reproduction of only the 
computational component of a study is fraught with
 difficulty. When provided with the source data, a 
list of the tools used and a protocol, it can
 still be difficult to produce the same results. One 
reason for this is that variation between
 different tools, versions, configurations, 
dependencies, operating systems and hardware, all
 contribute towards variation in the results. The 
work presented here addresses the problem
 of reproducibility through the design and 
implementation of a novel reproducible analysis
 system, Cumulus. The Cumulus system combines 
technologies such as virtualisation and
 high-throughput workflow systems, to automate 
the process of fully recording an analysis
 environment. Recording of an analysis environment 
allows it to be shared and reliably
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Deep learning-based data analysis techniques have 
found many uses in biomedical re- search. Recent 
expansion of open source databases and 
computational tools has fostered distributed and 
explorative research. Under these conditions, 
reproducibil- ity and experi- mental rigor must be 
ensured. Developing explicit analysis pipelines 
exposes the scientific process and yields 
reproducible results. In this thesis, we look at the 
case of deep learning- based data analysis for 
Parkinsons disease (PD) research. We develop end-
to-end pipelines in two PD-related fields: 
accelerometer data analysis and neuroimage 
analysis. First, we construct a simple yet robust 
recurrent neural network for classifying motor 
activity from accelerometer data alone; this has 
applications for identifying the mo- tor symptoms 
of PD. Next, we propose a novel graph convolutional 
network architecture for distinguishing PD patients 
vs. healthy controls from multimodal neuroimage 
data. Our pipelines standardize the data 
preprocessing and analysis steps, fostering 
reproducibility and deliberate progres- sion of their 
respective fields.

artificial intelligence, data 
science, healthcare, 
Parkinson’s disease, deep 
learning, long short-term 
recurrent neural network, 
graph convolutional
network, accelerometer, 
neuroimaging, reproducibility
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/default/files/inline-
files/theses/mcdaniel_christia
n_l_201908_ms.pdf
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445 M Hutson
Artificial intelligence faces 
reproducibility crisis 2018 science.org

https://www.science.org/doi/
full/10.1126/science.359.6377
.725

https://scholar.google.com/sc
holar?cites=11755366587599
151547&as_sdt=2005&sciodt=
0,5&hl=en 1 45009,63277 10.1126/science.359.6377.725 445 89.00 445 1 5

Unpublished code and sensitivity to training 
conditions make many claims hard to verify

https://www.researchgate.ne
t/profile/Matthew-
Hutson/publication/32324375
7_Artificial_intelligence_faces
_reproducibility_crisis/links/5
d3d3f6892851cd0468c5943/Ar
tificial-intelligence-faces-
reproducibility-crisis.pdf

https://scholar.google.com/sc
holar?q=related:u-FX-
qBzI6MJ:scholar.google.com/
&scioq=intitle:reproducibility+
%22reproducibility+crisis%22+
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N Kafkafi, J 
Agassi, EJ 
Chesler, JC 
Crabbe…

Reproducibility and 
replicability of rodent 
phenotyping in preclinical 
studies 2018

Neuroscienc
e & … Elsevier

https://www.sciencedirect.co
m/science/article/pii/S01497
63416306571

https://scholar.google.com/sc
holar?cites=20424082275969
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,5&hl=en 123 45009,63277 HTML 148 29.60 30 5 5

The scientific community is increasingly concerned 
with the proportion of published “discoveries” that 
are not replicated in subsequent studies. The field 
of rodent behavioral phenotyping was one of the 
first to raise this concern, and to relate it to other 
methodological issues: the complex interaction 
between genotype and environment; the definitions 
of behavioral constructs; and the use of laboratory 
mice and rats as model species for investigating 
human health and disease mechanisms. In January 
2015, researchers from various disciplines gathered 
at Tel Aviv University to discuss these issues. The 
general consensus was that the issue is prevalent 
and of concern, and should be addressed at the 
statistical, methodological and policy levels, but is 
not so severe as to call into question the validity 
and the usefulness of model organisms as a whole. 
Well-organized community efforts, coupled with 
improved data and metadata sharing, have a key 
role in identifying specific problems and promoting 
effective solutions. Replicability is closely related to 
validity, may affect generalizability and translation 
of findings, and has important ethical implications.

https://www.sciencedirect.co
m/science/article/pii/S01497
63416306571

https://scholar.google.com/sc
holar?q=related:CqFAPHYXWB
wJ:scholar.google.com/&scioq
=intitle:reproducibility+%22re
producibility+crisis%22+%22co
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92 S Leonelli
Rethinking reproducibility as 
a criterion for research quality 2018

Including a 
symposium 
on Mary 
Morgan: 
curiosity … emerald.com

https://www.emerald.com/in
sight/content/doi/10.1108/S0
743-
41542018000036B009/full/ht
ml%3Ca%20href=

https://scholar.google.com/sc
holar?cites=49815364933694
7256&as_sdt=2005&sciodt=0,
5&hl=en 20 45009,63277

10.1108/S0743-
41542018000036B009 92 18.40 92 1 5

A heated debate surrounds the significance of 
reproducibility as an indicator for research quality 
and reliability, with many commentators linking a 
“crisis of reproducibility” to the rise of fraudulent, 
careless, and unreliable practices of knowledge 
production. Through the analysis of discourse and 
practices across research fields, I point out that 
reproducibility is not only interpreted in different 
ways, but also serves a variety of epistemic 
functions depending on the research at hand. Given 
such variation, I argue that the uncritical pursuit of 
reproducibility as an overarching epistemic value is 
misleading and potentially damaging to scientific 
advancement. Requirements for reproducibility, 
however they are interpreted, are one of many 
available means to secure reliable research 
outcomes. Furthermore, there are cases where the 
focus on enhancing reproducibility turns out not to 
foster high-quality research. Scientific communities 
and Open Science advocates should learn from 
inferential reasoning from irreproducible data, and 
promote incentives for all researchers to explicitly 
and publicly discuss (1) their methodological 
commitments, (2) the ways in which they learn 
from mistakes and problems in everyday practice, 
and (3) the strategies they use to choose which 

Research methods, data 
practices, experimentation, 
pluralism, open science, 
epistemic values



85 P Ivie, D Thain
Reproducibility in scientific 
computing 2018

ACM 
Computing 
Surveys 
(CSUR) dl.acm.org

https://dl.acm.org/doi/abs/10
.1145/3186266

https://scholar.google.com/sc
holar?cites=17672596410872
056227&as_sdt=2005&sciodt=
0,5&hl=en 80 45009,63277 10.1145/3186266 85 17.00 43 2 5

Reproducibility is widely considered to be an 
essential requirement of the scientific process. 
However, a number of serious concerns have been 
raised recently, questioning whether today’s 
computational work is adequately reproducible. In 
principle, it should be possible to specify a 
computation to sufficient detail that anyone should 
be able to reproduce it exactly. But in practice, 
there are fundamental, technical, and social 
barriers to doing so. The many objectives and 
meanings of reproducibility are discussed within 
the context of scientific computing. Technical 
barriers to reproducibility are described, extant 
approaches surveyed, and open areas of research 
are identified.

CCS Concepts: • Information 
systems → Data provenance; 
Uncertainty; • Social and 
professional topics → 
Software management; 
History of software; Project 
and people management; 
Computa- tional science and 
engineering education; • 
Software and its engineering 
→ Consistency; Software 
verification; Software 
usability; Domain specific 
languages; Software 
configuration management 
and version control systems; 
Software libraries and 
repositories; Software 
maintenance tools; Reusabil- 
ity; Software verification and 
validation; Software 
evolution; Software version 
control; Maintain- ing 
software; Virtual machines; 
File systems management; 
Petri nets; Ultra-large-scale 

https://dl.acm.org/doi/pdf/10
.1145/3186266

https://scholar.google.com/sc
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J:scholar.google.com/&scioq=i
ntitle:reproducibility+%22repr
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72 M Crane

Questionable answers in 
question answering research: 
Reproducibility and variability 
of published results 2018

Transactions 
of the 
Association 
for 
Computation
al … direct.mit.edu

https://direct.mit.edu/tacl/art
icle-
abstract/doi/10.1162/tacl_a_
00018/43441

https://scholar.google.com/sc
holar?cites=60447101182158
86324&as_sdt=2005&sciodt=0
,5&hl=en 83 45009,63277 10.1162/tacl_a_00018/43441 72 14.40 72 1 5

“Based on theoretical reasoning it has been 
suggested that the reliability of findings pub- lished 
in the scientific literature decreases with the 
popularity of a research field” (Pfeiffer and 
Hoffmann, 2009). As we know, deep learning is very 
popular and the ability to reproduce re- sults is an 
important part of science. There is growing concern 
within the deep learning community about the 
reproducibility of results that are presented. In this 
paper we present a number of controllable, yet 
unreported, ef- fects that can substantially change 
the effec- tiveness of a sample model, and thusly 
the re- producibility of those results. Through these 
environmental effects we show that the com- 
monly held belief that distribution of source code is 
all that is needed for reproducibility is not enough. 
Source code without a repro- ducible environment 
does not mean anything at all. In addition the range 
of results produced from these effects can be larger 
than the ma- jority of incremental improvement 
reported.

https://direct.mit.edu/tacl/art
icle-
pdf/doi/10.1162/tacl_a_0001
8/1567606/tacl_a_00018.pdf

https://scholar.google.com/sc
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Reproducibility failures are 
essential to scientific inquiry 2018

Proceedings 
of the … National Acad Sciences

https://www.pnas.org/doi/ab
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Current fears of a “reproducibility crisis” have led 
researchers, sources of scientific funding, and the 
public to question both the efficacy and 
trustworthiness of science (1, 2). Suggested policy 
changes have been focused on statistical problems, 
such as p-hacking, and issues of experimental 
design and execution (3, 4). However, 
“reproducibility” is a broad concept that includes a 
number of issues (5) (see also 
www.pnas.org/improving_reproducibility). 
Furthermore, reproducibility failures occur even in 
fields such as mathematics or computer science 
that do not have statistical problems or issues with 
experimental design. Most importantly, these 
proposed policy changes ignore a core feature of 
the process of scientific inquiry that occurs after 
reproducibility failures: the integration of 
conflicting observations and ideas into a coherent 
theory.

https://www.pnas.org/doi/ful
l/10.1073/pnas.1806370115

https://scholar.google.com/sc
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KB Cohen, J Xia, 
P Zweigenbaum…

Three dimensions of 
reproducibility in natural 
language processing 2018

Proceedings 
of the … aclanthology.org

https://aclanthology.org/L18-
1025.pdf

https://scholar.google.com/sc
holar?cites=58822490532196
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,5&hl=en 102 45009,63277 PDF 45 9.00 11 4 5

Despite considerable recent attention to problems 
with reproducibility of scientific research, there is a 
striking lack of agreement about the definition of 
the term. That is a problem, because the lack of a 
consensus definition makes it difficult to compare 
studies of reproducibility, and thus to have even a 
broad overview of the state of the issue in natural 
language processing. This paper proposes an 
ontology of reproducibility in that field. Its goal is to 
enhance both future research and communication 
about the topic, and retrospective meta-analyses. 
We show that three dimensions of reproducibility, 
corresponding to three kinds of claims in natural 
language processing papers, can account for a 
variety of types of research reports. These 
dimensions are reproducibility of a conclusion, of a 
finding, and of a value. Three biomedical natural 
language processing papers by the authors of this 
paper are analyzed with respect to these 
dimensions.

methodology, reproducibility, 
repeatability, replicability, 
replicatability

https://aclanthology.org/L18-
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Borghi

Towards computational 
reproducibility: researcher 
perspectives on the use and 
sharing of software 2018

PeerJ 
Computer 
Science peerj.com

https://peerj.com/articles/cs-
163/?ref=https://githubhelp.c
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https://scholar.google.com/sc
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Research software, which includes both source 
code and executables used as part of the research 
process, presents a significant challenge for efforts 
aimed at ensuring reproducibility. In order to inform 
such efforts, we conducted a survey to better 
understand the characteristics of research software 
as well as how it is created, used, and shared by 
researchers. Based on the responses of 215 
participants, representing a range of research 
disciplines, we found that researchers create, use, 
and share software in a wide variety of forms for a 
wide variety of purposes, including data collection, 
data analysis, data visualization, data cleaning and 
organization, and automation. More participants 
indicated that they use open source software than 
commercial software. While a relatively small 
number of programming languages (e.g., Python, R, 
JavaScript, C++, MATLAB) are used by a large 
number, there is a long tail of languages used by 
relatively few. Between-group comparisons 
revealed that significantly more participants from 
computer science write source code and create 
executables than participants from other 
disciplines. Differences between researchers from 
computer science and other disciplines related to 
the knowledge of best practices of software 

https://peerj.com/articles/cs-
163/?ref=https://githubhelp.c
om
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Lefevre, V 
Luengo, N Guin

Capitalisation of analysis 
processes: Enabling 
reproducibility, openness and 
adaptability thanks to 
narration 2018

Proceedings 
of the 8th … dl.acm.org

https://dl.acm.org/doi/abs/10
.1145/3170358.3170408
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Analysis processes of learning traces, used to gain 
important peda- gogical insights, are yet to be 
easily shared and reused. They face what is 
commonly called a reproducibility crisis. From our 
obser- vations, we identify two important factors 
that may be the cause of this crisis: technical 
constraints due to runnable necessities, and context 
dependencies. Moreover, the meaning of the 
reproducibility itself is ambiguous and a source of 
misunderstanding. In this paper, we present an 
ontological framework dedicated to taking full 
advan- tage of already implemented educational 
analyses. This framework shifts the actual 
paradigm of analysis processes by representing 
them from a narrative point of view, instead of a 
technical one. This enables a formal description of 
analysis processes with high-level concepts. We 
show how this description is performed, and how it 
can help analysts. The goal is to empower both 
expert and non- expert analysis stakeholders with 
the possibility to be involved in the elaboration of 
analysis processes and their reuse in different 
contexts, by improving both human and machine 
understanding of these analyses. This possibility is 
known as the capitalisation of analysis processes of 
learning traces.

CCS CONCEPTS
• Information systems → 
Data analytics; • Computing 
method- ologies → 
Knowledge representation 
and reasoning; • Ap- plied 
computing → E-learning;
KEYWORDS
Learning analytics, analysis 
processes of learning traces, 
ontology, context, 
reproducibility, reuse, 
adaptability, openness, 
capitaliza- tion.
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Medical journals should 
embrace preprints to address 
the reproducibility crisis 2018

International 
 Journal of … academic.oup.com

https://academic.oup.com/ije
/article-
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Preprints can help detect flaws that might 
otherwise escape the notice of a conventional peer 
review process 

https://academic.oup.com/ije
/article/47/5/1363/5032550
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Crisis, what crisis–does 
reproducibility in modeling 
&simulation really matter? 2018

2018 winter 
… ieeexplore.ieee.org
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How important it is to our discipline that we can 
reproduce the results of Modeling & Simulation 
(M&S) research? How important is it to be able to 
(re)use the models, data, and methods described in 
simulation publications to reproduce published 
results? Is it really that important or are the lessons 
and experiences described in a paper enough for us 
to build on the work of others? At the 2016 Winter 
Simulation Conference, a panel considered opinions 
on reproducibility in discrete-event simulation. This 
article builds on these and asks if there really is a 
reproducibility crisis in M&S? A diverse range of 
views on the subject are presented including 
reflections on the reproducibility in terms of the art 
and science of simulation, the frustrations of poor 
reproducibility, perspectives from the industrial 
production & logistics community, the wider 
context of open science and artefact sharing, and 
the role of provenance beyond reproducibility.

https://ieeexplore.ieee.org/iel
7/8625401/8632166/0863223
2.pdf
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AI safety and reproducibility: 
establishing robust 
foundations for the 
neuropsychology of human 
values 2018

Computer 
Safety, 
Reliability, 
and Security 
… Springer

https://link.springer.com/chap
ter/10.1007/978-3-319-
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https://scholar.google.com/sc
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0,5&hl=en 25 45009,63277

10.1007/978-3-319-99229-
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We propose the creation of a systematic effort to 
identify and replicate key findings in 
neuropsychology and allied fields related to 
understanding human values. Our aim is to ensure 
that research underpinning the value alignment 
problem of artificial intelligence has been 
sufficiently validated to play a role in the design of 
AI systems.

https://arxiv.org/pdf/1712.04
307

https://scholar.google.com/sc
holar?q=related:lhyvrYMdtKgJ:
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Is reproducibility inside the 
bag? Special issue 
fundamentals and 
applications of sonochemistry 
ESS-15 2018
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… Elsevier

https://www.sciencedirect.co
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In this paper we report our most recent attempts to 
tackle a notorious problem across several scientific 
activities from the ultrasonics sonochemical 
perspective: reproducibility of results. We provide 
experimental results carried out in three different 
laboratories, using the same ingredients: 
ultrasound and a novel cavitation reactor bag. The 
main difference between the experiments is that 
they are aimed at different applications, KI 
liberation and MB degradation; and exfoliation of 
two nanomaterials: graphene and molybdenum 
disulfide. Iodine liberation rates and methylene 
blue degradation were higher for the cases where a 
cavitation intensification bag was used. Similarly, 
improved dispersion and more polydisperse 
exfoliated layers of nanomaterials were observed in 
the intensified bags compared to plain ones. The 
reproducibility of these new experiments is 
compared to previous experimental results under 
similar conditions. Our main conclusion is that 
despite knowing and understanding most 
physicochemical phenomena related to the origins 
and effects of cavitation, there is still a long path 
towards reproducibility, both in one laboratory, and 
compared across different laboratories. As 
emphasized in the sonochemical literature, the 

https://www.sciencedirect.co
m/science/article/pii/S13504
17717301372

https://scholar.google.com/sc
holar?q=related:byt9MzTwL10
J:scholar.google.com/&scioq=i
ntitle:reproducibility+%22repr
oducibility+crisis%22+%22com
puter+science%22&hl=en&as_
sdt=0,5&as_ylo=2016&as_yhi=
2023

9
AL Plant, RJ 
Hanisch

Reproducibility and 
Replicability in Science, A 
Metrology Perspective 2018
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Scientific progress requires the ability of scientists 
to build on the results produced by those who 
preceded them. Because of this, there is concern 
that irreproducible scientific results are being 
reported. We suggest that while reproducibility can 
be an important hallmark of good science, it is not 
often the most important indicator. The discipline 
of metrology, or measurement science, describes a 
measurement result as a value and the uncertainty 
around that value. We propose a systematic 
process for considering the sources of uncertainty in 
a scientific study that can be applied to virtually all 
disciplines of scientific research. We suggest that a 
research study can be characterized by how sources 
of uncertainty in the study are reported and 
mitigated. Such activities can add to the value of 
scientific results and the ability to share data 
effectively.

https://nap.nationalacademie
s.org/resource/25303/Metrolo
gy%20Perspective%20on%20R
eproducibility.pdf
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Background: Research into study replication and 
reporting has led to wide concern about a 
reproducibility crisis. Reproducibility is coming to 
the attention of major grant funders, including the 
National Institutes of Health, which launched new 
grant application instructions regarding rigor and 
reproducibility in 2015.

Study Purpose: In this case study, the authors 
present one library’s work to help increase 
awareness of reproducibility and to build capacity 
for our institution to improve reproducibility of 
ongoing and future research.

Case Presentation: Library faculty partnered with 
campus research leaders to create a daylong 
conference on research reproducibility, followed by 
a post-conference day with workshops and an 
additional seminar. Attendees came from nearly all 
schools and colleges on campus, as well as from 
other institutions, nationally and internationally. 
Feedback on the conference was positive, leading 
to efforts to sustain the momentum achieved at the 
conference. New networking and educational 
opportunities are in development. https://www.ncbi.nlm.nih.gov

/pmc/articles/PMC5764576/
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Software and computational tools are instrumental 
for scientific investigation in today’s digitized 
research environment. Despite this crucial role, the 
path towards implementing best practices to 
achieve reproducibility and sustainability of 
research software is challenging. Delft University of 
Technology has begun recently a novel initiative of 
data stewardship — disciplinary support for 
research data management, one of the main aims 
of which is achieving reproducibility of scientific 
results in general. In this paper, we aim to explore 
the potential of data stewardship for supporting 
software reproducibility and sustainability as well. 
Recently, we gathered the key stakeholders of the 
topic (i.e. researchers, research software engineers, 
and data stewards) in a workshop setting to 
understand the challenges and barriers, the support 
required to achieve software sustainability and 
reproducibility, and how all the three parties can 
efficiently work together. Based on the insights 
from the workshop, as well as our professional 
experience as data stewards, we draw conclusions 
on possible ways forward to achieve the important 
goal of software reproducibility and sustainability 
coordinated efforts of the key stakeholders.

Software Sustainability, 
Software Reproducibility, 
Data Stewardship, Research 
Software Engineering

https://ieeexplore.ieee.org/iel
7/8588285/8588619/0858862
8.pdf
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End-to-end reproducibility of scientific experiments 
is a key to the foundation of science. Reproducibility 
of an experiment does not necessarily guarantee 
the accuracy of its results, but it guarantees that 
the steps of an experiment can be repeated to a 
certain level of sig- nificance to generate similar 
results. Data provenance plays a key role in telling 
the story of an experiment which helps one step 
towards re- producibility. To convey the message of 
a story, it is essential to pro- vide sufficient data 
and its flow along with its semantics. In this paper, 
we present a provenance-based semantic approach 
to explain the story of a scientific experiment with 
the primary goal of reproducibility. The 
REPRODUCE-ME ontology extended from PROV-O 
and P-Plan is used to represent the whole story of 
an experiment describing the path it took from its 
design to result. We visualize and evaluate the 
provenance life- cycle of a scientific experiment 
taking into account the use case of life science 
experiments.

Provenance, Reproducibility, 
Experiment, Story, Ontology

https://ceur-ws.org/Vol-
2275/paper2.pdf
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The results of a scientific experiment have to be 
reproduced to be valid. The scientific method is 
well known in experimental sciences but it is not 
always the case for computer scientists. Recent 
publications and studies has shown that there is a 
significant reproducibility crisis in Biology and 
Medicine. This problem has also been 
demonstrated for hundreds of publications in 
computer science where only a limited set of 
publication results could be reproduced. In this 
paper we present the reproducibility challenge and 
we examine the reproducibility of a Parallel 
Discrete Event System Specification (PDEVS) model 
with two different execution frameworks.
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Addressing reproducibility: 
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Research in 
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Sciences Elsevier
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The biomedical research community has identified 
several approaches to address concerns regarding 
the lack of reproducibility in research. These 
include: improving the classical peer review (CPR) 
process via alternatives that can improve 
transparency and replace/supplement CPR 
stakeholder biases; open access publishing forums; 
alternatives to the Journal Impact Factor as 
improved metrics for researcher productivity; 
guidelines and checklists to improve the quality, 
transparency and reporting of data; and formal 
Reproducibility Initiatives (RIs) to replace the 
seminal process of scientific self- correction. While 
well intended, many of these initiatives have added 
to the existing problems while creating new ones. 
Furthermore, the outcomes from the RIs reported 
to date have been uniformly disappointing. 
Measures to improve reproducibility must focus on: 
improving training in best practices in experimental 
design, execution, and analysis that will aid in 
avoiding the persistence of behaviors detrimental 
to reproducibility while encouraging responsible 
research conduct.
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Lack of research 
reproducibility, the rise of 
open science and the need for 
continuing education in 
research methods 2018 Climacteric Taylor &Francis

https://www.tandfonline.com
/doi/abs/10.1080/13697137.2
018.1476968

https://scholar.google.com/sc
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In this opinion piece, we discuss the issue of lack of 
reproducibility in medical research and the different 
approaches that are being taken to address this 
problem. One general approach involves much 
greater transparency including the pre-publication 
of a study protocol, analysis plan and analysis code 
as well as the ultimate sharing of data, doing away 
with the concept of the ‘single wrap-up 
publication’. The other change required is to 
support the training and mentorship of young 
researchers and ensure that they are not working in 
isolation.
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… The reproducibility crisis presents a sober 
occasion to revisit them, given our accumulating … 
establish in a controlled experiment at Tufts 
University that undergrads in Computer Science …
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Thus, the main aim of this study is to quantify the 
reproducibility of a sample of scientometric studies 
by examining the availability of different artifacts. 
To do this, an empirical evaluation of a set of 285 
articles published in the journal Scientometrics in 
2017 was carried out. This provides us with a good 
perspective on the degree of reproducibility in the 
field of scientometrics.

https://scholarlypublications.u
niversiteitleiden.nl/access/ite
m%3A2732795/view

https://scholar.google.com/sc
holar?q=related:P5h1cBcLwFA
J:scholar.google.com/&scioq=i
ntitle:reproducibility+%22repr
oducibility+crisis%22+%22com
puter+science%22&hl=en&as_
sdt=0,5&as_ylo=2016&as_yhi=
2023

2

B Baumgaertner, 
B Devezer, EO 
Buzbas…

Openness and reproducibility: 
Insights from a model-centric 
approach 2018

arXiv 
preprint 
arXiv … arxiv.org

https://arxiv.org/abs/1811.04
525

https://scholar.google.com/sc
holar?cites=16979317633650
81596&as_sdt=2005&sciodt=0
,5&hl=en 132 45009,63277 2 0.40 1 4 5

This paper investigates the conceptual relationship 
between open- ness and reproducibility using a 
model-centric approach, heavily informed by 
probability theory and statistics. We first clarify the 
concepts of reliability, au- ditability, replicability, 
and reproducibility–each of which denotes a 
potential scientific objective. Then we advance a 
conceptual analysis to delineate the relationship 
between open scientific practices and these 
objectives. Using the notion of an idealized 
experiment, we identify which components of an 
experi- ment need to be reported and which need 
to be repeated to achieve the relevant objective. 
The model-centric framework we propose aims to 
contribute preci- sion and clarity to the discussions 
surrounding the so-called reproducibility crisis.

reproducibility · open science 
· replication · model-centric · 
reliability · confirmation

https://arxiv.org/pdf/1811.04
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Figures are essential outputs of computational
geoscientific research, e.g. maps and time series 
showing the results of spatiotemporal analyses. 
They also play a key role in open reproducible 
research, where public access is provided to paper, 
data, and source code to enable reproduction of the 
reported results. This scientific ideal is rarely 
practiced as studies, e.g. in biology have shown. In 
this article, we report on a series of studies to 
evaluate open reproducible research in the 
geosciences from the perspectives of authors and 
readers. First, we asked geoscientists what they 
understand by open reproducible research and what 
hinders its realisation. We found there is 
disagreement amongst authors, and a lack of 
openness impedes the adoption by authors and 
readers alike. However, reproducible research also 
includes the ability to achieve the same results 
requiring not only accessible but executable source 
code. Hence, to further examine the reader’s 
perspective, we searched for open access papers 
from the geosciences that have code/data attached 
(in R) and executed the analysis. We encountered 
several technical issues while executing the code 
and found differences between the original and 
reproduced figures. Based on these findings, we 

https://www.researchgate.ne
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The lack of computational reproducibility threatens 
data science in several domains. In particular, it has 
been shown that different operating systems can 
lead to different analysis results. This study 
identifies and quantifies the effect of the operating 
system on neuroimaging analysis pipelines. We 
developed a framework to evaluate the repro- 
ducibility of these neuroimaging pipelines across 
operating systems. The framework themselves 
leverages software containerization and system-
call interception to record results provenance 
without having to instrument the pipelines. A tool 
(Repro-tools) compares results obtained under 
different conditions. We used our framework to 
evaluate the effect of the operating system on 
results produced by pipelines from the Human 
Connectome Project (HCP), a large open-data 
initiative to study the human brain. In particular, we 
focused on pre-processing pipelines for anatomical 
and func- tional data, namely PreFreeSurfer, 
FreeSurfer, PostFreeSurfer, and fMRIVolume. We 
used data from five subjects released by the HCP. 
Results highlight substantial differ- ences in the 
output of the HCP pipelines obtained in two 
versions of Linux (CentOS6 and CentOS7). Inter-OS 

https://spectrum.library.conco
rdia.ca/id/eprint/984061/1/Sc
aria_MASc_F2018.pdf

https://scholar.google.com/sc
holar?q=related:sDpMJlRTEW
QJ:scholar.google.com/&scioq
=intitle:reproducibility+%22re
producibility+crisis%22+%22co
mputer+science%22&hl=en&a
s_sdt=0,5&as_ylo=2016&as_y
hi=2023

0 NG Nilsen
Research method in AI: 
Reproducibility of results 2018 NTNU 52 45009,63277 CITATION 0 0.00 0 1 5

https://scholar.google.com/sc
holar?q=related:0h8F2or6jtcJ:
scholar.google.com/&scioq=in
title:reproducibility+%22repro
ducibility+crisis%22+%22comp
uter+science%22&hl=en&as_s
dt=0,5&as_ylo=2016&as_yhi=
2023

0
JB Cushing, D 
Lach, C Zanocco…

Scientific Visualization and 
Reproducibility for" Open" 
Environmental Science 2018

2018 IEEE 
International 
 … ieeexplore.ieee.org

https://ieeexplore.ieee.org/ab
stract/document/8622039/ 58 45009,63277 0 0.00 0 4 5

… In this section we first distinguish replication 
from reproducibility and establish why 
reproducibility for studies of complex systems is an 
oxymoron since each complex system is unique …

https://ieeexplore.ieee.org/iel
7/8610059/8621858/0862203
9.pdf
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Computer networks research has been notoriously 
bad at reproducibility – a key aspect of making 
research results credible and convincing. This has 
been attributed to a lack of incentive for 
researchers to share the data underlying scientific 
results. We conjecture that this can be helped by 
reducing the amount of work that is required to 
make results reproducible. This paper introduces 
CAR – a system for “Computer-Aided 
Reproducibility”. Similar to other forms of 
“Computer-Aided- *”, our CAR tool facilitates the 
process of sharing the necessary data by partially 
automating it.

https://ieeexplore.ieee.org/iel
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4.pdf
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In recent years, deep neural networks have 
powered many successes in deep rein- forcement 
learning (DRL) and artificial intelligence by serving 
as effective function approximators in high-
dimensional domains. However, there are several 
difficulties in reproducing such successes. These 
difficulties have risen due to several factors, 
including researchers’ limited access to compute 
power and a general lack of knowl- edge of 
implementation details that are critical for 
reproducing results successfully. However, 
nondeterminism is a reproducibility challenge that 
is perhaps less empha- sized despite being 
particularly relevant in DRL. DRL algorithms tend to 
have high variance, in no small part due to the fact 
that agents must learn from a nonstation- ary 
training distribution in the presence of additional 
sources of randomness that are absent from other 
machine learning paradigms. The high variance of 
DRL al- gorithms, combined with the low sample 
sizes used in research, makes it difficult to match 
reported results. As such, the ability to control for 
sources of nondeterminism is especially important 
for achieving reproducibility in DRL. If we are to 
maximize progress in DRL, we need research to be 
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edu/bitstream/handle/2152/6
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Evaluating the computational reproducibility of data 
analysis pipelines has become a critical issue. It is, 
however, a cumbersome process for analyses that 
involve data from large populations of subjects, due 
to their computational and storage requirements. 
We present a method to predict the computational 
reproducibility of data analysis pipelines in large 
population studies. We formulate the problem as a 
collaborative filtering process, with constraints on 
the construction of the training set. We propose 6 
different strategies to build the training set, which 
we evaluate on 2 datasets, a synthetic one 
modeling a population with a growing number of 
subject types, and a real one obtained with 
neuroinformatics pipelines. Re- sults show that one 
sampling method, “Random File Numbers 
(Uniform)” is able to predict computational 
reproducibility with a good accuracy. We also 
analyze the relevance of including file and subject 
biases in the collaborative filtering model. We 
conclude that the proposed method is able to speed- 
 up reproducibility evaluations substantially, with a 
reduced accuracy loss.
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Reproducibility—the ability of independent 
researchers to obtain the same (or similar) results 
when repeating an experiment or test—is one of 
the hallmarks of good science (Popper …

https://www.ncbi.nlm.nih.gov
/pmc/articles/PMC5244822/
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Geographic Object-Based Image Analysis (GEOBIA) 
mostly uses proprietary software, but the interest 
in Free and Open-Source Software (FOSS) for 
GEOBIA is growing. This interest stems not only 
from cost savings, but also from benefits 
concerning reproducibility and collaboration. 
Technical challenges hamper practical 
reproducibility, especially when multiple software 
packages are required to conduct an analysis. In this 
study, we use containerization to package a 
GEOBIA workflow in a well-defined FOSS 
environment. We explore the approach using two 
software stacks to perform an exemplary analysis 
detecting destruction of buildings in bi-temporal 
images of a conflict area. The analysis combines 
feature extraction techniques with segmentation 
and object-based analysis to detect changes using 
automatically-defined local reference values and to 
distinguish disappeared buildings from non-target 
structures. The resulting workflow is published as 
FOSS comprising both the model and data in a 
ready to use Docker image and a user interface for 
interaction with the containerized workflow. The 
presented solution advances GEOBIA in the 
following aspects: higher transparency of 
methodology; easier reuse and adaption of 

reproducibility; GEOBIA; 
Docker; conflict monitoring; 
reproducible research; object-
based image analysis; QGIS; 
containerization
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Network reconstruction algorithms are increasingly 
being employed in biomedical and life sciences 
research to integrate large-scale, high-dimensional 
data informing on living systems. One particular 
class of probabilistic causal networks being applied 
to model the complexity and causal structure of 
biological data is Bayesian networks (BNs). BNs 
provide an elegant mathematical framework for 
not only inferring causal relationships among many 
different molecular and higher order phenotypes, 
but also for incorporating highly diverse priors that 
provide an efficient path for incorporating existing 
knowledge. While significant methodological 
developments have broadly enabled the application 
of BNs to generate and validate meaningful 
biological hypotheses, the reproducibility of BNs in 
this context has not been systematically explored. 
In this study, we aim to determine the criteria for 
generating reproducible BNs in the context of 
transcription-based regulatory networks. We utilize 
two unique tissues from independent datasets, 
whole blood from the GTEx Consortium and liver 
from the Stockholm-Tartu Atherosclerosis Reverse 
Network Engineering Team (STARNET) study. We 
evaluated the reproducibility of the BNs by creating 
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Analytical reproducibility in scientific research has 
become a keenly discussed topic within scientific 
research organizations and acknowledged as an 
important and fundamental goal to strive for. 
Recently published scientific studies have found 
that irreproducibility is widely prevalent within the 
research community, even after releasing data 
openly. At Bielefeld University, nine research 
project groups from varied disciplines have 
embarked on a "reproducibility" journey by 
collaborating on the Conquaire project as case study 
partners. This paper introduces the Conquaire 
project. In particular, we describe the goals and 
objectives of the project as well as the underlying 
system architecture which relies on a DCVS system 
for storing data, and on continuous integration 
principles to foster data quality. We describe a first 
prototype implementation of the system and 
discuss a running example which illustrates the 
functionality and behaviour of the system.

Conquaire, Analytical 
Reproducibility, Quality 
Control, Reproducible 
Computational Research, 
DVCS, Computational Science, 
Research Data Management 
System, Data Science, 
Infrastructure Architecture
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The analysis of public policies, even when 
performed by the best non-partisan
agencies, often lacks credibility (Manski, 2013). This 
allows policy makers to cherrypick
between reports, or within a specific report, to 
select estimates that better match
their beliefs. For example, in 2014 the 
Congressional Budget Office (CBO) produced
a report on the effects of raising the minimum 
wage that was cited both by opponents
and supporters of the policy, with each side 
accepting as credible only partial elements
of the report. Lack of transparency and 
reproducibility (TR) in a policy report implies
that its credibility relies on the reputation of the 
authors, and their organizations,
instead of on a critical appraisal of the analysis.
This dissertation translates to policy analysis 
solutions developed to address the
lack of credibility in a different setting: the 
reproducibility crisis in science. I adapt the
Transparency and Openness Promotion (TOP) 
guidelines (Nosek et al, 2015) to the
policy analysis setting. The highest standards from 
the adapted guidelines involve the
use of two key tools: dynamic documents that 
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The use of Affective Computing in the medical 
domain is gaining momentum, but is challenged 
through re- quirements arising through the inherent 
processing of personal sensitive data, that will 
effect comprehensive analysis repro- ducibility. 
Reproducibility is a key element in good research 
practice and a key ingredient to comprehensively 
validate AC applications in a medical context. 
Various research has been undertaken to support 
reproducible analysis procedures through the 
establishment of a conceptual basis (definition and 
modeling) and by means of technology support. 
How- ever, its realization is generally hardly 
achievable. Therefore, this workshop contribution 
will elaborate and document on reproducibility 
aspects related to Affective Computing in the 
medical domain, as we face it in the course of the 
EC co-funded SenseCare project. This contribution is 
meant as a starting point for further discussions 
and further reproducibility related research in AC.
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Modern computational science is gripped by a 
reproducibility crisis. This means that the benefits 
of computational research are hard if not 
impossible to realise. The field of computer 
simulation is not immune to this crisis. The 
complexity of simulation models leads to 
difficulties in reporting the internal logic and data 
to an extent where it is often difficult to reproduce 
the model and its results. We describe the 
reproducibility crisis and introduce the 
Strengthening The Reporting of Empirical 
Simulation Studies (STRESS) guidelines; a 
standardised checklist approach to improve the 
reporting of discrete-event simulation, system 
dynamics and agent-based simulation models. We 
argue that STRESS provides a partial solution to the 
reproducibility crisis in computer simulation.

Simulation; Reporting; 
Reproducibility; DES; SD; ABS 
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The stability of feature subset selection algorithms 
has become crucial in real-world problems due to 
the need for consistent experimental results across 
different replicates. Specifically, in this paper, we 
analyze the reproducibility of ranking-based feature 
subset selection algorithms. When applied to data, 
this family of algorithms builds an ordering of 
variables in terms of a measure of relevance. In 
order to quantify the reproducibility of ranking-
based feature subset selection algorithms, we 
propose a model that takes into account all the 
different sized subsets of top-ranked features. The 
model is fitted to data through the minimization of 
an error function related to the expected values of 
Kuncheva’s consistency index for those subsets. 
Once it is fitted, the model provides practical 
information about the feature subset selection 
algorithm analyzed, such as a measure of its 
expected reproducibility or its estimated area under 
the receiver operating characteristic curve 
regarding the identification of relevant features. 
We test our model empirically using both synthetic 
and a wide range of real data. The results show 
that our proposal can be used to analyze feature 
subset selection algorithms based on rankings in 
terms of their reproducibility and their performance.

https://core.ac.uk/download/
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The analysis of public policies, even when 
performed by the best non-partisan
agencies, often lacks credibility (Manski, 2013). This 
allows policy makers to cherrypick
between reports, or within a specific report, to 
select estimates that better match
their beliefs. For example, in 2014 the 
Congressional Budget Office (CBO) produced
a report on the effects of raising the minimum 
wage that was cited both by opponents
and supporters of the policy, with each side 
accepting as credible only partial elements
of the report. Lack of transparency and 
reproducibility (TR) in a policy report implies
that its credibility relies on the reputation of the 
authors, and their organizations,
instead of on a critical appraisal of the analysis.
This dissertation translates to policy analysis 
solutions developed to address the
lack of credibility in a different setting: the 
reproducibility crisis in science. I adapt the
Transparency and Openness Promotion (TOP) 
guidelines (Nosek et al, 2015) to the
policy analysis setting. The highest standards from 
the adapted guidelines involve the
use of two key tools: dynamic documents that 
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A Systematic Approach to 
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Reproducibility of results in simulation studies plays 
a key role in statistical science. Although P-value 
occupies a prominent place for determining 
statistical significance in replicate studies, there is 
always possibility of extra variabil- ity across 
samples leading to irreproducible results. Recent- 
ly, Halsey, et al. [1] raised issues regarding the 
reproduci- bility in the P-value. In this paper, we 
propose a theoretical basis to identify and adjust 
for extra variability in simulation studies. Our 
simulation results show gain (increase in pow- er 
and reduction in significance level). Although the 
gain is observed for simulation settings with small 
sample sizes and less variability but it is bigger in 
simulations with large samples sizes and high 
variability. We also discuss the limi- tations of this 
‘out of box’ solution to increase reproducibility.

Variability reduction, 
Replication, Monte carlo 
experiments 
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The Dagstuhl Seminar on “Reproducibility of Data-
Oriented Experiments in e-Science”, held on 24-29 
January 2016, focused on the core issues and 
approaches to reproducibility of experiments from a 
multidisciplinary point of view, sharing the 
experience coming from several fields of computer 
science.
In this paper, we discuss, summarize, and adapt the 
main findings of the seminar to the context of IR 
evaluation – both system-oriented and user-
oriented – in order to raise awareness in our 
community and stimulate the fields towards and 
increased reproducibility of our experiments.
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… Clinical research faces a reproducibility crisis. 
Many recent clinical and preclinical studies appear 
to be irreproducible- their results cannot be verified 
by outside researchers. This is …
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Objective: Only reproducible results are of 
significance to science. The lack of suitable 
standards and appropriate support of standards in 
software tools has led to numerous publications 
with irreproducible results. Our objectives are to 
identify the key challenges of reproducible research 
and to highlight existing solutions. Results: In this 
paper, we summarize problems concerning 
reproducibility in systems biology and systems 
medicine. We focus on initiatives, standards, and 
software tools that aim to improve the 
reproducibility of simulation studies. Conclusions: 
The long-term success of systems biology and 
systems medicine depends on trustworthy models 
and simulations. This requires openness to ensure 
reusability and transparency to enable 
reproducibility of results in these fields.
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… “Scientists learn skills better when they are 
taught in a domain-specific way than when you 
shuttle them off to math and computer science 
departments,” says Ethan White, an ecologist …
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Introduction: Drug discovery depends critically upon 
published results from the academy. The 
reproducibility of preclinical research findings 
reported by academia in the peer-reviewed 
literature has been called into question, seriously 
jeopardizing the value of academic science for 
inventing therapeutics.
Areas covered: The corrosive effects of the 
reproducibility issue on drug discovery are 
considered. Purported correctives imposed upon 
academia from the outside deal mainly with 
expunging fraudulent literature and imposing 
punitive sanctions on the responsible authors. The 
salutary influence of such post facto actions on the 
reproducibility of discovery-relevant preclinical 
research data from academia appears limited. 
Rather, intentional doctoral-scientist education 
focused on data replicability and translationally-
meaningful science and active participation of 
university entities charged with research innovation 
and asset commercialization toward ensuring data 
quality are advocated as key academic initiatives 
for addressing the reproducibility issue.
Expert opinion: A mindset shift on the part of both 
senior university faculty and the academy to take 
responsibility for the data reproducibility crisis and 
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In this paper we present the first step towards the 
development of a mathematical model of human 
immune system for advanced individualized 
healthcare, where medication plan is fine-tuned for 
each patient to fit his conditions. We reproduce two 
representative models of the innate immune 
system. The first model by Rocha et al. describes 
the dynamics of the innate immune response by 
ordinary differential equations, focusing on LPS, 
neutrophils, resting macrophages, and activated 
macrophages. The second model by Pigozzo et al. 
describes the spatial dynamics of LPS, neutrophils, 
and pro-inflammatory cytokines by partial 
differential equations. We found that the results of 
the first model are fully reproducible. However, the 
second model is only partially reproducible. Several 
parameters had to be adjusted in order to 
reproduce the dynamics of the immune response: 
diffusion coefficients and the rates of LPS 
phagocytosis, cytokine production, neutrophils 
chemotaxis and apoptosis.

Immune system model, 
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Lack of reproducibility of research results has 
become a major theme in recent years. As we 
emerge from the COVID-19 pandemic, economic 
pressures and exposed consequences of lack of 
societal trust in science make addressing 
reproducibility of urgent importance. TIER2 is a new 
international project funded by the European 
Commission under their Horizon Europe 
programme. Covering three broad research areas 
(social, life and computer sciences) and two cross-
disciplinary stakeholder groups (research publishers 
and funders) to systematically investigate 
reproducibility across contexts, TIER2 will 
significantly boost knowledge on reproducibility, 
create tools, engage communities, implement 
interventions and policy across different contexts to 
increase re-use and overall quality of research 
results in the European Research Area and global 
R&I, and consequently increase trust, integrity and 
efficiency in research.
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… reproducibility is perhaps the key foundational 
skill for scientific computing. Perhaps most 
importantly, working towards computational 
reproducibility … computational reproducibility 
helps …
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Kjensmo, Sigbjørn
Research method in AI: 
Reproducibility of results via citation: CN Nilsen

Reproducibility of published computational research 
has seen increased interest the last twenty years. 
Regardless of academic field and the impact-factor 
of journals, studies of reproducibility of 
computational research have found low rates of 
repro- ducibility. Common issues relate to the 
availability of source code and data, even when 
original authors attempt to reproduce their own 
published research.
In this thesis, we investigate the state of 
reproducibility in artificial intelli- gence research. 
The objective is not to reproduce experiments, but 
to investigate and quantify the state of 
reproducibility in artificial intelligence research. 
Two hy- potheses were investigated: 1) 
Documentation of AI research is not good enough to 
reproduce results, and 2) Documentation practices 
have improved in recent years. 400 research papers 
from two instalments of two top AI conference 
series, IJCAI and AAAI, have been surveyed to 
investigate the hypotheses. The results of our 
survey support the first hypothesis, but not the 
second. While common usage of public datasets is 
widespread, sharing of code is lagging behind. 
Facilitating sharing of source code, and data 
without disrupting the peer review process are 

https://ntnuopen.ntnu.no/ntn
u-
xmlui/bitstream/handle/1125
0/2478230/15995_FULLTEXT.
pdf?sequence=1
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ACM

Tanwar S,Ribadiya 
D,Bhattacharya P,Nair AR,Kumar 
N,Jo M

Fusion of Blockchain and IoT in Scientific Publishing: Taxonomy, 
Tools, and Future Directions 2023 10.1016/j.future.2022.12.036

Smart objects, Data security, Scientific publishing, Blockchain, IoT, 
Digital tagging

ACM
Mauerer W,Klessinger 
S,Scherzinger S Beyond the Badge: Reproducibility Engineering as a Lifetime Skill 2023 10.1145/3528231.3528359

Ascertaining reproducibility of scientific experiments is receiving increased attention across disciplines. We argue that the necessary 
skills are important beyond pure scientific utility, and that they should be taught as part of software engineering (SWE) education. 
They serve a dual purpose: Apart from acquiring the coveted badges assigned to reproducible research, reproducibility engineering is a 
lifetime skill for a professional industrial career in computer science.SWE curricula seem an ideal fit for conveying such capabilities, 
yet they require some extensions, especially given that even at flagship conferences like ICSE, only slightly more than one-third of the 
technical papers (at the 2021 edition) receive recognition for artefact reusability. Knowledge and capabilities in setting up engineering 
environments that allow for reproducing artefacts and results over decades (a standard requirement in many traditional engineering 
disciplines), writing semi-literate commit messages that document crucial steps of a decision-making process and that are tightly 
coupled with code, or sustainably taming dynamic, quickly changing software dependencies, to name a few: They all contribute to 
solving the scientific reproducibility crisis, and enable software engineers to build sustainable, long-term maintainable, software-
intensive, industrial systems. We propose to teach these skills at the undergraduate level, on par with traditional SWE topics. teaching software engineering, reproducibility engineering

ACM Jagadish H,Stoyanovich J,Howe B The Many Facets of Data Equity 2023 10.1145/3533425

Data-driven systems can induce, operationalize, and amplify systemic discrimination in a variety of ways. As data scientists, we tend to 
prefer to isolate and formalize equity problems to make them amenable to narrow technical solutions. However, this reductionist 
approach is inadequate in practice. In this article, we attempt to address data equity broadly, identify different ways in which it is 
manifest in data-driven systems, and propose a research agenda. Data equity, responsible data science, Fairness in AI, ethics

ACM Davis S,McGill MM Growing an Inclusive Community of K-12 CS Education Researchers 2023 10.1145/3545945.3569725

A recent study found that there is a litany of unmet needs that are serving as barriers for the CS education research community to 
grow in depth and breadth, including ensuring that the community is representative of the teachers and students that are studied. 
Cultivating a diverse, equitable, inclusive, and accessible CSEd research community requires simultaneous bottom-up and top-down 
alignment on practice standards, professional development, and wellbeing for all constituents that is rooted in politicized trust and 
collective impact. For this position paper, we engaged in an expository writing process using a confirmatory and elucidating research 
design to contextualize quantitative and qualitative data reported from our previous study within related work. Our results indicate 
that there is a variety of researcher-centered, researcher-adjacent, and research-centered barriers in CS education that affect 
researchers' practice, and personal and professional identities. These results were validated by findings from research in other fields, 
such as education, psychology, and organizational change. These findings highlight the need for intentional changes to be made, both 
top-down and bottom-up, to sustain and grow the CS education research community in a way that equitably supports the evolving 
needs of a diverse set of students as well as the diverse set of researchers who study interventions.

education research, position, collective impact, researchers, equity, 
diversity, inclusion, accessibility, capacity, systems change

ACM Urkullu A,Pérez A,Calvo B
Are the Statistical Tests the Best Way to Deal with the Biomarker 
Selection Problem? 2022 10.1007/s10115-022-01677-6

Statistical tests are a powerful set of tools when applied correctly, but unfortunately the extended misuse of them has caused great 
concern. Among many other applications, they are used in the detection of biomarkers so as to use the resulting p-values as a 
reference with which the candidate biomarkers are ranked. Although statistical tests can be used to rank, they have not been designed 
for that use. Moreover, there is no need to compute any p-value to build a ranking of candidate biomarkers. Those two facts raise the 
question of whether or not alternative methods which are not based on the computation of statistical tests that match or improve 
their performances can be proposed. In this paper, we propose two alternative methods to statistical tests. In addition, we propose an 
evaluation framework to assess both statistical tests and alternative methods in terms of both the performance and the 
reproducibility. The results indicate that there are alternative methods that can match or surpass methods based on statistical tests in 
terms of the reproducibility when processing real data, while maintaining a similar performance when dealing with synthetic data. The 
main conclusion is that there is room for the proposal of such alternative methods.

Biomarker selection, Reproducibility, Statistical tests, Differential 
methylation detection

ACM Berrar D
Using P-Values for the Comparison of Classifiers: Pitfalls and 
Alternatives 2022 10.1007/s10618-022-00828-1

The statistical comparison of machine learning classifiers is frequently underpinned by null hypothesis significance testing. Here, we 
provide a survey and analysis of underrated problems that significance testing entails for classification benchmark studies. The p-value 
has become deeply entrenched in machine learning, but it is substantially less objective and less informative than commonly assumed. 
Even very small p-values can drastically overstate the evidence against the null hypothesis. Moreover, the p-value depends on the 
experimenter’s intentions, irrespective of whether these were actually realized or not. We show how such intentions can lead to 
experimental designs with more than one stage, and how to calculate a valid p-value for such designs. We discuss two widely used 
statistical tests for the comparison of classifiers, the Friedman test and the Wilcoxon signed rank test. Some improvements to the use 
of p-values, such as the calibration with the Bayes factor bound, and alternative methods for the evaluation of benchmark studies are 
discussed as well.

False positive risk, Significance, ROPE, Wilcoxon signed rank test, 
Two-stage design, Bayes factor bound, Confidence interval, 
Confidence curve, p-Value, Highest density interval, Friedman test

ACM Feitelson DG
Considerations and Pitfalls for Reducing Threats to the Validity of 
Controlled Experiments on Code Comprehension 2022 10.1007/s10664-022-10160-3

Understanding program code is a complicated endeavor. As a result, studying code comprehension is also hard. The prevailing 
approach for such studies is to use controlled experiments, where the difference between treatments sheds light on factors which 
affect comprehension. But it is hard to conduct controlled experiments with human developers, and we also need to find a way to 
operationalize what “comprehension” actually means. In addition, myriad different factors can influence the outcome, and seemingly 
small nuances may be detrimental to the study’s validity. In order to promote the development and use of sound experimental 
methodology, we discuss both considerations which need to be applied and potential problems that might occur, with regard to the 
experimental subjects, the code they work on, the tasks they are asked to perform, and the metrics for their performance. A common 
thread is that decisions that were taken in an effort to avoid one threat to validity may pose a larger threat than the one they removed.

Controlled experiment, Threats to validity, Code comprehension, 
Experimental methodology

ACM
Coelho R,Braga R,David 
JM,Stroele V,Campos F,Dantas M

A Blockchain-Based Architecture for Trust in Collaborative 
Scientific Experimentation 2022 10.1007/s10723-022-09626-x

In scientific collaboration, data sharing, the exchange of ideas and results are essential to knowledge construction and the 
development of science. Hence, we must guarantee interoperability, privacy, traceability (reinforcing transparency), and trust. 
Provenance has been widely recognized for providing a history of the steps taken in scientific experiments. Consequently, we must 
support traceability, assisting in scientific results’ reproducibility. One of the technologies that can enhance trust in collaborative 
scientific experimentation is blockchain. This work proposes an architecture, named BlockFlow, based on blockchain, provenance, and 
cloud infrastructure to bring trust and traceability in the execution of collaborative scientific experiments. The proposed architecture is 
implemented on Hyperledger, and a scenario about the genomic sequencing of the SARS-CoV-2 coronavirus is used to evaluate the 
architecture, discussing the benefits of providing traceability and trust in collaborative scientific experimentation. Furthermore, the 
architecture addresses the heterogeneity of shared data, facilitating interpretation by geographically distributed researchers and 
analysis of such data. Through a blockchain-based architecture that provides support on provenance and blockchain, we can enhance 
data sharing, traceability, and trust in collaborative scientific experiments.

Cloud computing, Provenance, Coronavirus, Reproducibility, 
Blockchain, Collaborative scientific experiments, Genomic sequencing



ACM
Melo DC,Maximo MR,da Cunha 
AM

Learning Push Recovery Behaviors for Humanoid Walking Using 
Deep Reinforcement Learning 2022 10.1007/s10846-022-01656-7

The development of a robust and versatile biped walking engine might be considered one of the hardest problems in Mobile Robotics. 
Even well-developed cities contains obstacles that make the navigation of these agents without a human assistance infeasible. 
Therefore, it is primordial that they be able to restore dynamically their own balance when subject to certain types of external 
disturbances. Thereby, this article contributes with a implementation of a Push Recovery controller that improves the walking engine’s 
performance used by a simulated humanoid agent from RoboCup 3D Soccer Simulation League environment. This work applies 
Proximal Policy Optimization in order to learn a movement policy in this simulator. Our learned policy was able to surpass the 
baselines with statistical significance. Finally, we propose two approaches based on Transfer Learning and Imitation Learning to 
achieve a final policy which performs well across an wide range disturbance directions. Proximal policy optimization, Robotics, Deep reinforcement learning

ACM Borrego-Díaz J,Galán-Páez J
Explainable Artificial Intelligence in Data Science: From 
Foundational Issues Towards Socio-Technical Considerations 2022 10.1007/s11023-022-09603-z

A widespread need to explain the behavior and outcomes of AI-based systems has emerged, due to their ubiquitous presence. Thus, 
providing renewed momentum to the relatively new research area of eXplainable AI (XAI). Nowadays, the importance of XAI lies in the 
fact that the increasing control transference to this kind of system for decision making -or, at least, its use for assisting executive 
stakeholders- already affects many sensitive realms (as in Politics, Social Sciences, or Law). The decision-making power handover to 
opaque AI systems makes mandatory explaining those, primarily in application scenarios where the stakeholders are unaware of both 
the high technology applied and the basic principles governing the technological solutions. The issue should not be reduced to a merely 
technical problem; the explainer would be compelled to transmit richer knowledge about the system (including its role within the 
informational ecosystem where he/she works). To achieve such an aim, the explainer could exploit, if necessary, practices from other 
scientific and humanistic areas. The first aim of the paper is to emphasize and justify the need for a multidisciplinary approach that is 
beneficiated from part of the scientific and philosophical corpus on Explaining, underscoring the particular nuances of the issue within 
the field of Data Science. The second objective is to develop some arguments justifying the authors’ bet by a more relevant role of 
ideas inspired by, on the one hand, formal techniques from Knowledge Representation and Reasoning, and on the other hand, the 
modeling of human reasoning when facing the explanation. This way, explaining modeling practices would seek a sound balance 
between the pure technical justification and the explainer-explainee agreement.

Symbolic Artificial Intelligence, Data science, Complex systems, 
Explainable Artificial Intelligence, Bounded rationality

ACM
Gundersen OE,Shamsaliei 
S,Isdahl RJ

Do Machine Learning Platforms Provide Out-of-the-Box 
Reproducibility? 2022 10.1016/j.future.2021.06.014

Reproducible AI, Machine learning, Reproducibility experiment, 
Reproducibility, Survey

ACM
Belciug S,Ivanescu RC,Popa 
SD,Iliescu DG

Doctor/Data Scientist/Artificial Intelligence Communication Model. 
Case Study 2022 10.1016/j.procs.2022.11.143

computer aided medical diagnosis, deep learning, congenital 
anomalies, statistics, second trimester morphology, statistical 
learning

ACM
Lucic A,Bleeker M,de Rijke 
M,Sinha K,Jullien S,Stojnic R

Towards Reproducible Machine Learning Research in Information 
Retrieval 2022 10.1145/3477495.3532686

While recent progress in the field of machine learning (ML) and information retrieval (IR) has been significant, the reproducibility of 
these cutting-edge results is often lacking, with many submissions failing to provide the necessary information in order to ensure 
subsequent reproducibility. Despite the introduction of self-check mechanisms before submission (such as the Reproducibility Checklist, 
criteria for evaluating reproducibility during reviewing at several major conferences, artifact review and badging framework, and 
dedicated reproducibility tracks and challenges at major IR conferences, the motivation for executing reproducible research is lacking in 
the broader information community. We propose this tutorial as a gentle introduction to help ensure reproducible research in IR, with 
a specific emphasis on ML aspects of IR research. reproducibility, information retrieval

ACM Lops P,Musto C,Polignano M
Semantics-Aware Content Representations for Reproducible 
Recommender Systems (SCoRe) 2022 10.1145/3503252.3533723

In the traditional categorization of recommendation techniques, content-based methods are often considered as an alternative to the 
most widely adopted collaborative filtering approaches. Content-based recommender systems suggest items similar to a user profile 
by matching attributes obtained by processing textual content. In order to deal with natural language ambiguity, semantics-aware 
representations can help to build more precise representations of users and items, and, in turn, to generate better recommendations. 
This tutorial (i) presents the most recent trends in the area of semantics-aware content-based recommender systems, including novel 
representation methods based on knowledge graphs and embedding techniques, (ii) discusses how to implement reproducible 
pipelines for semantics-aware recommender systems, and (iii) presents a new and comprehensive Python framework called ClayRS to 
deal with semantics-aware recommender systems. Semantics-aware representations, Reproducibility, Accountability

ACM Cooper AF,Frankle J,De Sa C Non-Determinism and the Lawlessness of Machine Learning Code 2022 10.1145/3511265.3550446

Legal literature on machine learning (ML) tends to focus on harms, and thus tends to reason about individual model outcomes and 
summary error rates. This focus has masked important aspects of ML that are rooted in its reliance on randomness --- namely, 
stochasticity and non-determinism. While some recent work has begun to reason about the relationship between stochasticity and 
arbitrariness in legal contexts, the role of non-determinism more broadly remains unexamined. In this paper, we clarify the overlap 
and differences between these two concepts, and show that the effects of non-determinism, and consequently its implications for the 
law, become clearer from the perspective of reasoning about ML outputs as distributions over possible outcomes. This distributional 
viewpoint accounts for randomness by emphasizing the possible outcomes of ML. Importantly, this type of reasoning is not exclusive 
with current legal reasoning; it complements (and in fact can strengthen) analyses concerning individual, concrete outcomes for 
specific automated decisions. By illuminating the important role of non-determinism, we demonstrate that ML code falls outside of 
the cyberlaw frame of treating "code as law,'' as this frame assumes that code is deterministic. We conclude with a brief discussion of 
what work ML can do to constrain the potentially harm-inducing effects of non-determinism, and we indicate where the law must do 
work to bridge the gap between its current individual-outcome focus and the distributional approach that we recommend. machine learning, arbitrariness, non-determinism, stochasticity

ACM
Aroyo L,Lease M,Paritosh 
P,Schaekermann M Data Excellence for AI: Why Should You Care? 2022 10.1145/3517337

This forum provides a space to engage with the challenges of designing for intelligent algorithmic experiences. We invite articles that 
tackle the tensions between research and practice when integrating AI and UX design. We welcome interdisciplinary debate, artful 
critique, forward-looking research, case studies of AI in practice, and speculative design explorations. --- Juho Kim and Henriette 
Cramer, Editors

ACM
Bhattarai P,Ghassemi M,Alhanai 
T

Open-Source Code Repository Attributes Predict Impact of 
Computer Science Research 2022 10.1145/3529372.3530927

With an increased importance of transparency and reproducibility in computer science research, it has become common to publicly 
release open-source repositories that contain the code, data, and documentation alongside a publication. We study the relationship 
between transparency of a publication (as represented by the attributes of its open-source repository) and its scientific impact (as 
represented by paper citations). Using the Mann-Whitney test and Cliff's delta, we observed a statistically significant difference in 
citations between papers with and without an associated open-source repository. We also observed a statistically significant 
correlation (p < 0.01) between citations and several repository interaction features: Stars, Forks, Subscribers and Issues. Finally, using 
time-series features of repository growth (Stars), we trained a classifier to predict whether a paper would be highly cited (top 10%) 
with cross-validated AUROC of 0.8 and AUPRC of 0.65. Our results provide evidence that those who make sustained efforts in making 
their works transparent also tend to have a higher scientific impact.

reproducibility, academic transparency, time-series analysis, open-
source repositories, scientific impact, citations

ACM
Gheran BF,Villarreal-Narvaez 
S,Vatavu RD,Vanderdonckt J

RepliGES and GEStory: Visual Tools for Systematizing and 
Consolidating Knowledge on User-Defined Gestures 2022 10.1145/3531073.3531112

The body of knowledge accumulated by gesture elicitation studies (GES), although useful, large, and extensive, is also heterogeneous, 
scattered in the scientific literature across different venues and fields of research, and difficult to generalize to other contexts of use 
represented by different gesture types, sensing devices, applications, and user categories. To address such aspects, we introduce 
RepliGES, a conceptual space that supports (1) replications of gesture elicitation studies to confirm, extend, and complete previous 
findings, (2) reuse of previously elicited gesture sets to enable new discoveries, and (3) extension and generalization of previous 
findings with new methods of analysis and for new user populations towards consolidated knowledge of user-defined gestures. Based 
on RepliGES, we introduce GEStory, an interactive design space and visual tool, to structure, visualize and identify user-defined 
gestures from a number of 216 published gesture elicitation studies.

reproducibility, repurposing, generalization, replicability, visual tools, 
Gesture elicitation studies



ACM Feger SS,Pertiwi C,Bonaiuti E

Research Data Management Commitment Drivers: An Analysis of 
Practices, Training, Policies, Infrastructure, and Motivation in 
Global Agricultural Science 2022 10.1145/3555213

Scientists largely acknowledge the value of research data management (RDM) to enable reproducibility and reuse. But, RDM practices 
are not sufficiently rewarded within the traditional academic reputation economy. Recent work showed that emerging RDM tools can 
offer new incentives and rewards. But, the design of such platforms and scientists' commitment to RDM is contingent on additional 
factors, including policies, training, and several types of personal motivation. To date, studies focused on investigating single or few of 
those RDM components within a given environment. In contrast, we conducted three studies within a global agricultural science 
organization, to provide a more complete account of RDM commitment drivers: one survey study (n = 23) and two qualitative 
explorations of regulatory frameworks (n = 17), as well as motivation, infrastructure, and training components (n = 13). Based on the 
sum of findings, we contribute to the triangulation of a recent RDM commitment evolution model. In particular, we find that strong 
support and suitable tools help develop RDM commitment, while policy conflicts, unclear data standards, and multi-platform sharing, 
lead to unexpected negotiation processes. We expect that these findings will help to better understand RDM commitment drivers, 
refine the RDM commitment evolution model, and benefit its application in science.

motivation, human data interventions, reuse, reproducibility, data 
management commitment, data-processing science, research data 
management

ACM Neumann PG Risks to the Public 2022 10.1145/3561846.3561850

Edited by PGN (Risks Forum Moderator, with contribu- tions by others as indicated. Opinions are individual rather than organizational, 
with usual disclaimers implied. We ad- dress problems relating to software, hardware, people, and other circumstances relevant to 
computer systems. Ref- erences (R i j) to the online Risks Forum denote RISKS vol i number j. Cited RISKS items generally identify 
contributors and sources, together with URLs. Official RISKS archives are available at www.risks.org, with nice html formatting and 
search engine courtesy of Lindsay Mar- shall at Newcastle: http://catless.ncl.ac.uk/Risks/i.j.html (also ftp://www.sri.com/risks). CACM 
Inside Risks: http://www.csl.sri.com/neumann/insiderisks.html

ACM

Assenmacher D,Weber D,Preuss 
M,Calero Valdez A,Bradshaw 
A,Ross B,Cresci S,Trautmann 
H,Neumann F,Grimme C

Benchmarking Crisis in Social Media Analytics: A Solution for the 
Data-Sharing Problem 2022 10.1177/08944393211012268

Computational social science uses computational and statistical methods in order to evaluate social interaction. The public availability 
of data sets is thus a necessary precondition for reliable and replicable research. These data allow researchers to benchmark the 
computational methods they develop, test the generalizability of their findings, and build confidence in their results. When social 
media data are concerned, data sharing is often restricted for legal or privacy reasons, which makes the comparison of methods and 
the replicability of research results infeasible. Social media analytics research, consequently, faces an integrity crisis. How is it possible 
to create trust in computational or statistical analyses, when they cannot be validated by third parties? In this work, we explore this 
well-known, yet little discussed, problem for social media analytics. We investigate how this problem can be solved by looking at 
related computational research areas. Moreover, we propose and implement a prototype to address the problem in the form of a new 
evaluation framework that enables the comparison of algorithms without the need to exchange data directly, while maintaining 
flexibility for the algorithm design.

social media analytics, social computing, benchmarking, 
reproducibility

ACM Breznau N
Integrating Computer Prediction Methods in Social Science: A 
Comment on Hofman et al. (2021) 2022 10.1177/08944393211049776

Machine learning and other computer-driven prediction models are one of the fastest growing trends in computational social science. 
These methods and approaches were developed in computer science and with different goals and epistemologies than those in social 
science. The most obvious difference being a focus on prediction versus explanation. Predictive modeling offers great potential for 
improving research and theory development, but its adoption poses some challenges and creates new problems. For this reason, 
Hofman et al. published recommendations for more effective integration of predictive modeling into social science. In this 
communication, I review their recommendations and expand on some additional concerns related to current practices and whether 
prediction can effectively serve the goals of most social scientists. Overall, I argue they provide a sound set of guidelines and a 
classification scheme that will serve those of us working in computational social science.

integration of computer and social science, predictive modeling, 
machine learning, social science epistemology, explanatory modeling

ACM Longworth S,Chalmers A,Duine M
CiteAb for Researchers and Suppliers: How Identifying Product 
Citations from Publications Can Help Accelerate Science 2022 10.3233/ISU-220158

The monumental waste of time and money when the incorrect reagent is purchased is a prevalent problem in life science research. 
CiteAb is an innovative technology company that has developed unique data collection technology to identify product citations from the 
scientific literature in order to solve this problem. Citation data powers a search engine which ranks products by citation count. This 
provides researchers with a simple, unbiased and reliable method to identify the best reagent for their experiment. CiteAb then saw an 
opportunity to provide citation-based data products to reagent suppliers and financial companies to maximise their business 
performance, reach and impact. CiteAb technology is estimated to have saved the life science industry $10 billion, ultimately helping 
accelerate science. This success has driven sustained revenue growth with no external investment. This article will give an overview of 
CiteAb’s technology, products, impact and future directions, including the potential for partnerships with publishers.

reagent citations, Market data, data mining, search engine, 
reproducibility

ACM
SEENG '22: Proceedings of the 4th International Workshop on 
Software Engineering Education for the Next Generation 2022

This workshop, the fourth in the series since ICSE 2017, brings together scholars, educators, and other stakeholders to discuss the 
unique needs and challenges of software engineering education for the next generation. Building on its predecessors, the workshop 
employs a highly interactive format, structured around short presentations to generate discussion topics, an activity to select the most 
interesting topics, and structured breakout sessions to allow participants to address those topics.

ACM Front Matter 2022

ACM Urkullu A,Pérez A,Calvo B
Statistical Model for Reproducibility in Ranking-Based Feature 
Selection 2021 10.1007/s10115-020-01519-3

The stability of feature subset selection algorithms has become crucial in real-world problems due to the need for consistent 
experimental results across different replicates. Specifically, in this paper, we analyze the reproducibility of ranking-based feature 
subset selection algorithms. When applied to data, this family of algorithms builds an ordering of variables in terms of a measure of 
relevance. In order to quantify the reproducibility of ranking-based feature subset selection algorithms, we propose a model that takes 
into account all the different sized subsets of top-ranked features. The model is fitted to data through the minimization of an error 
function related to the expected values of Kuncheva’s consistency index for those subsets. Once it is fitted, the model provides practical 
information about the feature subset selection algorithm analyzed, such as a measure of its expected reproducibility or its estimated 
area under the receiver operating characteristic curve regarding the identification of relevant features. We test our model empirically 
using both synthetic and a wide range of real data. The results show that our proposal can be used to analyze feature subset selection 
algorithms based on rankings in terms of their reproducibility and their performance. Stability, Reproducibility, High dimensionality, Feature selection

ACM
Daoudi N,Allix K,Bissyandé 
TF,Klein J

Lessons Learnt on Reproducibility in Machine Learning Based 
Android Malware Detection 2021 10.1007/s10664-021-09955-7

A well-known curse of computer security research is that it often produces systems that, while technically sound, fail operationally. To 
overcome this curse, the community generally seeks to assess proposed systems under a variety of settings in order to make explicit 
every potential bias. In this respect, recently, research achievements on machine learning based malware detection are being 
considered for thorough evaluation by the community. Such an effort of comprehensive evaluation supposes first and foremost the 
possibility to perform an independent reproduction study in order to sharpen evaluations presented by approaches’ authors. The 
question Can published approaches actually be reproduced? thus becomes paramount despite the little interest such mundane and 
practical aspects seem to attract in the malware detection field. In this paper, we attempt a complete reproduction of five Android 
Malware Detectors from the literature and discuss to what extent they are “reproducible”. Notably, we provide insights on the 
implications around the guesswork that may be required to finalise a working implementation. Finally, we discuss how barriers to 
reproduction could be lifted, and how the malware detection field would benefit from stronger reproducibility standards—like many 
various fields already have.

Machine learning, Android malware dection, Replicability, 
Reproducibility

ACM
Domínguez-Ríos MÁ,Chicano 
F,Alba E

Effective Anytime Algorithm for Multiobjective Combinatorial 
Optimization Problems 2021 10.1016/j.ins.2021.02.074

Well-spread non-dominated points, Anytime algorithm, 
Multiobjective combinatorial optimization



ACM Li Z
Stop Building Castles on a Swamp! The Crisis of Reproducing 
Automatic Search in Evidence-Based Software Engineering 2021 10.1109/ICSE-NIER52604.2021.00012

The evidence-based approach has increasingly been employed to synthesize empirical findings from the primary research in software 
engineering. Nevertheless, the reproducibility of evidence-based software engineering (EBSE) studies seems to be underemphasized. 
In our investigation into the automatic search of 311 sample studies, more than 50% of the search strings are not reusable; about 
87.5% of the search activities (e.g., search field settings) are unrepeatable; and more than 95% of the whole automatic search 
implementations are unreproducible. Considering that searching is a cornerstone of an EBSE study, we are afraid that the 
reproducibility of the current secondary research could be worse than we can imagine. By analyzing and reporting the root causes of 
the aforementioned observations, we urge collaboration and cooperation among all the stakeholders in our community to improve the 
research reproducibility in EBSE.

reproduction crisis, systematic literature review, automatic search, 
EBSE, digital libraries

ACM Oelen A,Stocker M,Auer S Crowdsourcing Scholarly Discourse Annotations 2021 10.1145/3397481.3450685

The number of scholarly publications grows steadily every year and it becomes harder to find, assess and compare scholarly knowledge 
effectively. Scholarly knowledge graphs have the potential to address these challenges. However, creating such graphs remains a 
complex task. We propose a method to crowdsource structured scholarly knowledge from paper authors with a web-based user 
interface supported by artificial intelligence. The interface enables authors to select key sentences for annotation. It integrates 
multiple machine learning algorithms to assist authors during the annotation, including class recommendation and key sentence 
highlighting. We envision that the interface is integrated in paper submission processes for which we define three main task 
requirements: The task has to be . We evaluated the interface with a user study in which participants were assigned the task to 
annotate one of their own articles. With the resulting data, we determined whether the participants were successfully able to perform 
the task. Furthermore, we evaluated the interface’s usability and the participant’s attitude towards the interface with a survey. The 
results suggest that sentence annotation is a feasible task for researchers and that they do not object to annotate their articles during 
the submission process.

Structured Scholarly Knowledge, Knowledge Graph Construction, 
Intelligent User Interface, Crowdsourcing Text Annotations, Web-
based Annotation Interface

ACM

Cordero CG,Vasilomanolakis 
E,Wainakh A,Mühlhäuser 
M,Nadjm-Tehrani S

On Generating Network Traffic Datasets with Synthetic Attacks for 
Intrusion Detection 2021 10.1145/3424155

Most research in the field of network intrusion detection heavily relies on datasets. Datasets in this field, however, are scarce and 
difficult to reproduce. To compare, evaluate, and test related work, researchers usually need the same datasets or at least datasets 
with similar characteristics as the ones used in related work. In this work, we present concepts and the Intrusion Detection Dataset 
Toolkit (ID2T) to alleviate the problem of reproducing datasets with desired characteristics to enable an accurate replication of 
scientific results. Intrusion Detection Dataset Toolkit (ID2T) facilitates the creation of labeled datasets by injecting synthetic attacks 
into background traffic. The injected synthetic attacks created by ID2T blend with the background traffic by mimicking the background 
traffic’s properties.This article has three core contributions. First, we present a comprehensive survey on intrusion detection datasets. 
In the survey, we propose a classification to group the negative qualities found in the datasets. Second, the architecture of ID2T is 
revised, improved, and expanded in comparison to previous work. The architectural changes enable ID2T to inject recent and advanced 
attacks, such as the EternalBlue exploit or a peer-to-peer botnet. ID2T’s functionality provides a set of tests, known as TIDED, that 
helps identify potential defects in the background traffic into which attacks are injected. Third, we illustrate how ID2T is used in 
different use-case scenarios to replicate scientific results with the help of reproducible datasets. ID2T is open source software and is 
made available to the community to expand its arsenal of attacks and capabilities.

synthetic dataset, attack injection, datasets, Intrusion detection 
systems

ACM Paquete L,López-Ibáñez M Replicability and Reproducibility in Evolutionary Optimization 2021 10.1145/3449726.3461405

ACM Burny N,Vanderdonckt J
UiLab, a Workbench for Conducting and Reproducing Experiments 
in GUI Visual Design 2021 10.1145/3457143

With the continuously increasing number and variety of devices, the study of visual design of their Graphical User Interfaces grows in 
importance and scope, particularly for new devices, including smartphones, tablets, and large screens. Conducting a visual design 
experiment typically requires defining and building a GUI dataset with different resolutions for different devices, computing visual 
design measures for the various configurations, and analyzing their results. This workflow is very time- and resource-consuming, 
therefore limiting its reproducibility. To address this problem, we present UiLab, a cloud-based workbench that parameterizes the 
settings for conducting an experiment on visual design of Graphical User Interfaces, for facilitating the design of such experiments by 
automating some workflow stages, and for fostering their reproduction by automating their deployment. Based on requirements 
elicited for UiLab, we define its conceptual model to delineate the borders of services of the software architecture to support the new 
workflow. We exemplify it by demonstrating a system walkthrough and we assess its impact on experiment reproducibility in terms of 
design and development time saved with respect to a classical workflow. Finally, we discuss potential benefits brought by this 
workbench with respect to reproducing experiments in GUI visual design and existing shortcomings to initiate future avenues. We 
publicly release UiLab source code on a GitHub repository.

user interface evaluation, usability evaluation, visual design, 
aesthetics

ACM
Yen A,Flowers B,Luo W,Nagesh 
N,Tueller P,Kastner R,Pannuto P A UCSD View on Replication and Reproducibility for CPS & IoT 2021 10.1145/3458473.3458821

Reproducibility and replicability (R&R) are important for research. Many communities are beginning efforts to reward, incentivize, and 
highlight projects as a motive to adopt R&R practices. This is clearly a good direction - we should all aim to make our research sound, 
replicable, and reproducible. Yet, this involves a lot of effort to document, debug, and generally make the systems that we build more 
usable. Interfacing with the Physical world and building custom Things exacerbates these challenges. Therein lies the dilemma: how 
does the CPS/IoT community reward and incentivize R&R efforts? This paper looks into the question of R&R in CPS/IoT. We survey 
efforts in other fields spanning computing to healthcare and highlight similarities and differences to CPS/IoT. We then discuss several 
exemplar CPS/IoT projects related to UCSD's research and highlight the R&R efforts in these projects, the potential ways that they 
could be improved, and best practices. We finish with recommendations and insights for R&R tailored to the CPS/IoT community. open science, reproducibility, replication

ACM
Feger SS,Woźniak PW,Niess 
J,Schmidt A

Tailored Science Badges: Enabling New Forms of Research 
Interaction 2021 10.1145/3461778.3462067

Science faces a reproducibility crisis. There is a need to establish open science practices within the academic reputation economy. 
Open Science Badges address this issue by promoting and acknowledging research sharing and documentation. The generic design of 
currently awarded badges enabled their adoption across the sciences. Yet, their general nature makes it difficult to reflect individual 
practices and needs of distinct scientific fields. In this paper, we explore uses and effects of highly tailored badges in research data 
management. We implemented six science badges in a particle physics research preservation service. Our exploration showed that 
scientists were open to encouraging valuable scientific practices through tailored science badges. They described entirely new 
opportunities for interaction with research repositories. We present design implications for systems that promote reproducibility, 
related to meaningful criteria, repository navigation, and content discovery. Finally, we discuss the scope and uses of tailored science 
badges in modern science.

Visibility., Motivation, Discovery, Navigation, Tailored Science 
Badges, Gamification, Reproducibility

ACM Schmid K

If You Want Better Empirical Research, Value Your Theory: On the 
Importance of Strong Theories for Progress in Empirical Software 
Engineering Research 2021 10.1145/3463274.3463360

Scientific progress comes from creating sound theories. However, current software engineering still mostly falls short of this goal, 
although its importance is widely accepted. Thus, in this paper, we discuss the importance of a successful interaction of empirical 
research with a strong theoretical basis and the ramifications this has. In particular, we will extensively discuss the implications on 
theory building and the empirical vs. theory interaction, etc. While not everything we will discuss is novel, we present a number of 
insights, which we at least did not see in software engineering literature. We strongly believe that a careful consideration of the 
insights discussed in this paper has the potential to lead to a significant improvement in software engineering research.

Theory building, Software engineering theories, Scientific inquiry 
cycle, Theory-empirism relation, Hidden concepts, Managing research 
knowledge

ACM
López-ibáñez M,Branke J,Paquete 
L Reproducibility in Evolutionary Computation 2021 10.1145/3466624

Experimental studies are prevalent in Evolutionary Computation (EC), and concerns about the reproducibility and replicability of such 
studies have increased in recent times, reflecting similar concerns in other scientific fields. In this article, we discuss, within the 
context of EC, the different types of reproducibility and suggest a classification that refines the badge system of the Association of 
Computing Machinery (ACM) adopted by ACM Transactions on Evolutionary Learning and Optimization (TELO). We identify cultural and 
technical obstacles to reproducibility in the EC field. Finally, we provide guidelines and suggest tools that may help to overcome some 
of these reproducibility obstacles.

empirical study, benchmarking, reproducibility, Evolutionary 
computation



ACM Sanyal DK,Bhowmick PK,Das PP
A Review of Author Name Disambiguation Techniques for the 
PubMed Bibliographic Database 2021 10.1177/0165551519888605

Author names in bibliographic databases often suffer from ambiguity owing to the same author appearing under different names and 
multiple authors possessing similar names. It creates difficulty in associating a scholarly work with the person who wrote it, thereby 
introducing inaccuracy in credit attribution, bibliometric analysis, search-by-author in a digital library and expert discovery. A plethora 
of techniques for disambiguation of author names has been proposed in the literature. In this article, we focus on the research efforts 
targeted to disambiguate author names specifically in the PubMed bibliographic database. We believe this concentrated review will be 
useful to the research community because it discusses techniques applied to a very large real database that is actively used worldwide. 
We make a comprehensive survey of the existing author name disambiguation (AND) approaches that have been applied to the 
PubMed database: we organise the approaches into a taxonomy; describe the major characteristics of each approach including its 
performance, strengths, and limitations; and perform a comparative analysis of them. We also identify the datasets from PubMed that 
are publicly available for researchers to evaluate AND algorithms. Finally, we outline a few directions for future work.

classification, MEDLINE, clustering, digital library, Author name 
disambiguation, PubMed

ACM
Wilsdorf P,Haack F,Uhrmacher 
AM Conceptual Models in Simulation Studies: Making It Explicit 2021

Conceptual models play an important role in conducting simulation studies. A formal or at least explicit specification of conceptual 
models is key for effectively exploiting them during simulation studies and thereafter, for interpreting and reusing the simulation 
results. However, the perception of conceptual models varies strongly and with it possible means for specification. A broad definition 
of the conceptual model, i.e., as a loose collection of early-stage products of the simulation study, holds the potential to unify existing 
definitions, but also poses specific challenges for specification. To approach these challenges, without claiming to be exhaustive, we 
identify a set of products, which includes research question, data, and requirements, and define relations and properties of these 
products. Based on a cell biological case study and a prototypical implementation, we show how the formal structuring of the 
conceptual model assists in building a simulation model.

ACM
Yu SY,Chhetri SR,Canedo A,Goyal 
P,Al Faruque MA Pykg2vec: A Python Library for Knowledge Graph Embedding 2021

Pykg2vec is a Python library for learning the representations of the entities and relations in knowledge graphs. Pykg2vec's exible and 
modular software architecture currently implements 25 state-of-the-art knowledge graph embedding algorithms, and is designed to 
easily incorporate new algorithms. The goal of pykg2vec is to provide a practical and educational platform to accelerate research in 
knowledge graph representation learning. Pykg2vec is built on top of PyTorch and Python's multiprocessing framework and provides 
modules for batch generation, Bayesian hyperparameter optimization, evaluation of KGE tasks, embedding, and result visualization. 
Pykg2vec is released under the MIT License and is also available in the Python Package Index (PyPI). knowledge graph embedding, representation learning

ACM Polonioli A
In Search of Better Science: On the Epistemic Costs of Systematic 
Reviews and the Need for a Pluralistic Stance to Literature Search 2020 10.1007/s11192-019-03333-3

This paper reviews the current status of academic search engines and emerging trends in scientific information retrieval and argues 
for two key claims. First, since systematic searches rely on the widespread use of academic search engines and the latter are generally 
not powered by cutting-edge Artificial Intelligence (AI) and not well-positioned to further the goals of findability and discoverability, 
there are some non-trivial epistemic costs associated with the tradition of systematic search. Second, while narrative reviews are 
typically criticized because of their lack of transparency, accountability, and reproducibility, they do deserve a place in scientific 
research. Specifically, once narrative reviews are properly understood as enabled by modern tools such as non-academic search 
engines, AI-powered recommender systems and academic social networks, it is possible to appreciate how these can indeed further 
the goal of literature discoverability. The upshot of this piece is that there are multiple goals and trade-offs involved in the process of 
scientific document search and that we should acknowledge virtues and limitations of different approaches to information retrieval 
and be prepared to welcome their combined use.

ACM Seeber M
How Do Journals of Different Rank Instruct Peer Reviewers? 
Reviewer Guidelines in the Field of Management 2020 10.1007/s11192-019-03343-1

Current knowledge on peer review consists of general formulations of its goals and micro level accounts of its practice, while journals’ 
attempts to guide and shape peer review have hardly been investigated so far. This article addresses this gap by studying the content 
of the reviewer guidelines (RG) of 46 journals in the field of management, as editors may use guidelines to nudge reviewers 
considering all relevant criteria, properly, and consistently with the needs of the journal. The analysis reveals remarkable differences 
between the instructions for reviewers of journals of different rank. Average and low rank journals mostly use evaluation forms, they 
emphasize the empirical contribution and the quality of communication. RG of high rank journals are texts; they stress the theoretical 
contribution and methodological validity in strict terms. RG of very high rank journals stand even further apart, as they include 45% less 
gatekeeping instructions but four times more developmental instructions. While developmental instructions may help retaining the 
most innovative contributions, the fact that they are common only in very high rank journals may represent another case of cumulative 
advantage in science.

Peer review, Developmental, Sociology of science, Ranking, 
Gatekeeping, Validity, Management science, Novelty, Reviewer 
guidelines, Status, Economics of science

ACM
Cockburn A,Dragicevic 
P,Besançon L,Gutwin C Threats of a Replication Crisis in Empirical Computer Science 2020 10.1145/3360311 Research replication only works if there is confidence built into the results.

ACM Suran S,Pattanaik V,Draheim D
Frameworks for Collective Intelligence: A Systematic Literature 
Review 2020 10.1145/3368986

Over the last few years, Collective Intelligence (CI) platforms have become a vital resource for learning, problem solving, decision-
making, and predictions. This rising interest in the topic has to led to the development of several models and frameworks available in 
published literature. Unfortunately, most of these models are built around domain-specific requirements, i.e., they are often based on 
the intuitions of their domain experts and developers. This has created a gap in our knowledge in the theoretical foundations of CI 
systems and models, in general. In this article, we attempt to fill this gap by conducting a systematic review of CI models and 
frameworks, identified from a collection of 9,418 scholarly articles published since 2000. Eventually, we contribute by aggregating the 
available knowledge from 12 CI models into one novel framework and present a generic model that describes CI systems irrespective 
of their domains. We add to the previously available CI models by providing a more granular view of how different components of CI 
systems interact. We evaluate the proposed model by examining it with respect to six popular, ongoing CI initiatives available on the 
Web.

crowdsourcing, wisdom of crowds, Collective intelligence, human 
computer interaction, systematic literature review, Web 2.0

ACM
Bonneel N,Coeurjolly D,Digne 
J,Mellado N Code Replicability in Computer Graphics 2020 10.1145/3386569.3392413

Being able to duplicate published research results is an important process of conducting research whether to build upon these findings 
or to compare with them. This process is called "replicability" when using the original authors' artifacts (e.g., code), or 
"reproducibility" otherwise (e.g., re-implementing algorithms). Reproducibility and replicability of research results have gained a lot of 
interest recently with assessment studies being led in various fields, and they are often seen as a trigger for better result diffusion and 
transparency. In this work, we assess replicability in Computer Graphics, by evaluating whether the code is available and whether it 
works properly. As a proxy for this field we compiled, ran and analyzed 151 codes out of 374 papers from 2014, 2016 and 2018 
SIGGRAPH conferences. This analysis shows a clear increase in the number of papers with available and operational research codes 
with a dependency on the subfields, and indicates a correlation between code replicability and citation count. We further provide an 
interactive tool to explore our results and evaluation data. replicability, reproducibility, open source, code review, siggraph

ACM
Feinberg M,Sutherland W,Nelson 
SB,Jarrahi MH,Rajasekar A

The New Reality of Reproducibility: The Role of Data Work in 
Scientific Research 2020 10.1145/3392840

Although reproducibility--the idea that a valid scientific experiment can be repeated with similar results--is integral to our 
understanding of good scientific practice, it has remained a difficult concept to define precisely. Across scientific disciplines, the 
increasing prevalence of large datasets, and the computational techniques necessary to manage and analyze those datasets, has 
prompted new ways of thinking about reproducibility. We present findings from a qualitative study of a NSF--funded two-week 
workshop developed to introduce an interdisciplinary group of domain scientists to data-management techniques for data-intensive 
computing, with a focus on reproducible science. Our findings suggest that the introduction of data-related activities promotes a new 
understanding of reproducibility as a mechanism for local knowledge transfer and collaboration, particularly as regards efficient 
software reuse.

replicability, reproducibility, data work, scientific software 
development



ACM Burny N
Towards Supporting Reproducibility of Experimental Studies in GUI 
Visual Design 2020 10.1145/3393672.3398644

Graphical User Interfaces are the most common way of interaction with the devices we use in our everyday life. Given the important 
and long-lasting impact that the visual design of GUIs has on User Experience, its experimental study is of high importance. However, 
this activity suffers from a lack of reproducibility of experimental results due to the significant amount of time and resources to 
conduct such experiments and create datasets. To address this problem, this thesis aims at developing an application which purpose is 
to facilitate the construction of datasets in the context of experimental studies of GUIs. The application parameterizes the design of 
experimental studies related to GUIs and automates various steps in order to facilitate their deployment and to foster their 
reproducibility. We explain the research approach, the workflows and features underlying the application. Finally, we discuss the 
current state of the thesis and the future work to be achieved.

experimental studies, reproducibility, graphical user interfaces, 
measures, visual design

ACM Zhu Y,Wang YX Improving Sparse Vector Technique with Renyi Differential Privacy 2020

The Sparse Vector Technique (SVT) is one of the most fundamental algorithmic tools in differential privacy (DP). It also plays a central 
role in the state-of-the-art algorithms for adaptive data analysis and model-agnostic private learning. In this paper, we revisit SVT 
from the lens of Renyi differential privacy, which results in new privacy bounds, new theoretical insight and new variants of SVT 
algorithms. A notable example is a Gaussian mechanism version of SVT, which provides better utility over the standard (Laplace-
mechanism-based) version thanks to its more concentrated noise. Extensive empirical evaluation demonstrates the merits of Gaussian 
SVT over the Laplace SVT and other alternatives, which encouragingly suggests that using Gaussian SVT as a drop-in replacement 
could make SVT-based algorithms more practical in downstream tasks.

ACM Front Matter 2020
ACM Front Matter 2020
ACM Front Matter 2020

ACM Lindauer M,Hutter F Best Practices for Scientific Research on Neural Architecture Search 2020

Finding a well-performing architecture is often tedious for both deep learning practitioners and researchers, leading to tremendous 
interest in the automation of this task by means of neural architecture search (NAS). Although the community has made major strides 
in developing better NAS methods, the quality of scientific empirical evaluations in the young field of NAS is still lacking behind that of 
other areas of machine learning. To address this issue, we describe a set of possible issues and ways to avoid them, leading to the 
NAS best practices checklist available at http://automl.org/nas_checklist.pdf.

empirical evaluation, neural architecture search, scientific best 
practices

ACM

Saltelli A,Aleksankina K,Becker 
W,Fennell P,Ferretti F,Holst N,Li 
S,Wu Q

Why so Many Published Sensitivity Analyses Are False: A 
Systematic Review of Sensitivity Analysis Practices 2019 10.1016/j.envsoft.2019.01.012

ACM
Stockton DB,Prinz AA,Santamaria 
F

Provenance and Reproducibility in the Automation of a Standard 
Computational Neuroscience Pipeline 2019 10.1145/3322790.3330592

Rapid increase in data volume, compounded by the reproducibility crisis, has led to the need to automate both experimental and 
computational aspects of neuroscience investigations. Automating neuroscience investigations enables an unprecedented ability to 
record and inspect how results were achieved. Here we review some of our recent work to integrate provenance and reproducibility 
measures into a tool called NeuroManager that automates a standard computational neuroscience pipeline, unifying the experiment--
data--modeling--analysis cycle and allowing the scientist to focus on model evolution. Through a flexible daily workflow that leverages 
servers, clusters, and clouds simultaneously, NeuroManager automates manual tasks including database access, job submission, 
simulation scheduling, and preservation of provenance. workflow, neuroinformatics, modeling, provenance

ACM Hamm P,Harborth D,Pape S A Systematic Analysis of User Evaluations in Security Research 2019 10.1145/3339252.3340339

We conducted a literature survey on reproducibility and replicability of user surveys in security research. For that purpose, we 
examined all papers published over the last five years at three leading security research conferences and recorded the type of study 
and whether the authors made the underlying responses available as open data, as well as if they published the used questionnaire 
respectively interview guide. We uncovered how user surveys become more widespread in security research and how authors and 
conferences are increasingly publishing their methodologies, while we had no examples of data being made available. Based on these 
findings, we recommend that future researchers publish their data in addition to their results to facilitate replication and ensure a firm 
basis for user studies in security research.

qualitative methods, systematic literature review, user evaluations, 
quantitative methods, human aspects of security

ACM Hildebrandt M EU Data Protection Law: An Ally for Scientific Reproducibility? 2019 10.1145/3343031.3355511

This keynote will introduce some of the key concepts of European data protection law, and clarify how and why this is not equivalent 
with privacy law. Next, I will explain why and how EU data protection law could enhance the methodological integrity of machine 
learning applications, also in the domain of multimedia.The question is, first, how the General Data Protection Regulation (GDPR) 
applies to inferences captured from multimedia data. This raises a number of questions. Does it matter whether such data has been 
made public by the person it relates to? Does processing personal data always require consent? What counts as valid consent? What if 
the inferences are mere statistics? What does the prohibition of processing 'sensitive data' (ethnicity, health) mean for multimedia 
analytics? This keynote will provide a crash course in the underlying 'logic' of the GDPR [3], with a focus on what is relevant for 
inferences based on multimedia content and metadata. I will uncover the purpose limitation principle as the guiding rationale of EU 
data protection law, protecting individuals against incorrect, unfair or unwarranted targeting.In the second part of the keynote I will 
explain how the purpose limitation principle relates to machine learning research design, requiring keen attention to specific aspects 
of methodological integrity [2]. These may concern p-hacking, data dredging, or cherry picking performance metrics, and connect with 
the reproducibility crisis in machine learning that is on the verge of destroying the reliability of ML applications [1]. general data protection regulation, machine learning

ACM Housley W,Albert S,Stokoe E Natural Action Processing 2019 10.1145/3363384.3363478

This position paper identifies a crucial opportunity for the reciprocal exchange of methods, data and phenomena between conversation 
analysis (CA), ethnomethodology (EM) and computer science (CS). Conventional CS classification of sentiment, tone of voice, or 
personality do not address what people do with language or the paired sequences that organize actions into social interaction. We 
argue that CA and EM can innovate and substantially enhance the scope of the dominant CS approaches to big interactional data if 
artificial intelligence-based natural language processing systems are trained using CA annotated data to do what we call natural action 
processing.

Ethnomethodology, Conversation Analysis, Social Interaction, 
Artificial Agents

ACM McGill MM

Discovering Empirically-Based Best Practices in Computing 
Education Through Replication, Reproducibility, and Meta-Analysis 
Studies 2019 10.1145/3364510.3364528

Though some empirically-driven best practices in computing education exist, there are legitimate and serious concerns about the 
dearth of studies that have been replicated and/or reproduced in the sciences, including education science and computing education. 
Without the empirical evidence that comes from replicated, reproduced or meta-analytic studies to provide further verification that a 
particular practice is effective, the computing education research community may be unintentionally propagating poor practices driven 
by false findings derived from individual studies. Propagation of these practices can lead to distrust by practitioners, eroding the 
relationship between often well-intentioned researchers who want to help inform and shape the practice and those in the classrooms 
teaching, policymakers, and administrators. Therefore, it is incumbent on us as a community to seriously consider the state of our 
research practice, the challenges the community faces due to the lack of empirical evidence coming from our published studies, and 
how the community can have a broader discussion to evolve the field into a stronger practice. This short paper contains some 
foundational terminology and provides evidence of the lack of replication, reproducibility, and meta-analytic studies in general and in 
computing education. A summary of potential solutions is also proposed that can be explored in an effort to help frame a larger 
discussion of this issue with the goal of considering next steps needed to mature our field.

research, meta-analysis, K-12, Replication, secondary education, open 
science, data synthesis, datasets, primary education, transparency, 
reproducibility, post-secondary



ACM Raza K,Ahmad S
Recent Advancement in Next-Generation Sequencing Techniques 
and Its Computational Analysis 2019 10.1504/ijbra.2019.101205

Next-generation sequencing (NGS), a recently evolved technology, has served a lot in the research and development sector of our 
society. This novel approach is a newbie and has critical advantages over the traditional capillary electrophoresis (CE)-based Sanger 
sequencing. The advancement of NGS has led to numerous important discoveries, which could have been costlier and time taking in 
case of traditional CE-based Sanger sequencing. NGS methods are highly parallelised enabling to sequence thousands to millions of 
molecules simultaneously. This technology results into huge amount of data that need to be analysed to conclude valuable 
information. Specific data analysis algorithms are written for specific task to be performed. The algorithms in group act as a tool for 
analysing the NGS data. The analysis of NGS data unravels important clues in quest for the treatment of various life-threatening 
diseases: improved crop varieties and other related scientific problems related to human welfare. In this review, an effort was made 
to address basic background of NGS technologies, possible applications, computational approaches and tools involved in NGS data 
analysis, future opportunities and challenges in the area.

massive parallel sequencing, computational analysis, RNA-Seq, 
variant discovery, DNA-Seq

ACM Front Matter 2019

ACM Nadin M Rethinking the Experiment: Necessary (R)Evolution 2018 10.1007/s00146-017-0705-8

The current assumptions of knowledge acquisition brought about the crisis in the reproducibility of experiments. A complementary 
perspective should account for the specific causality characteristic of life by integrating past, present, and future. A "second Cartesian 
revolution," informed by and in awareness of anticipatory processes, should result in scientific methods that transcend the theology of 
determinism and reductionism. In our days, science, itself an expression of anticipatory activity, makes possible alternative 
understandings of reality and its dynamics. For this purpose, the study advances G-complexity for defining and comparing decidable 
and undecidable knowledge. AI and related computational expressions of knowledge could benefit from the awareness of what 
distinguishes the dynamics of life from any other expressions of change.

Anticipation, Decidability, Experiment, Non-deterministic, 
Reproducibility

ACM
Kanterakis A,Karacapilidis 
N,Koumakis L,Potamias G

On the Development of an Open and Collaborative Bioinformatics 
Research Environment 2018 10.1016/j.procs.2018.08.043 Collaborative Systems, Open-Science, Bioinformatics, Data Analytics

ACM Curtis C,Grissom D,Brisk P A Compiler for Cyber-Physical Digital Microfluidic Biochips 2018 10.1145/3168826

Programmable microfluidic laboratories-on-a-chip (LoCs) offer the benefits of automation and miniaturization to the life sciences. This 
paper presents an updated version of the BioCoder language and a fully static (offline) compiler that can target an emerging class of 
LoCs called Digital Microfluidic Biochips (DMFBs), which manipulate discrete droplets of liquid on a 2D electrode grid. The BioCoder 
language and runtime execution engine leverage advances in sensor integration to enable specification, compilation, and execution of 
assays (bio-chemical procedures) that feature online decision-making based on sensory data acquired during assay execution. The 
compiler features a novel hybrid intermediate representation (IR) that interleaves fluidic operations with computations performed on 
sensor data. The IR extends the traditional notions of liveness and interference to fluidic variables and operations, as needed to target 
the DMFB, which itself can be viewed as a spatially reconfigurable array. The code generator converts the IR into the following: (1) a 
set of electrode activation sequences for each basic block in the control flow graph (CFG); (2) a set of computations performed on 
sensor data, which dynamically determine the result of each control flow operation; and (3) a set of electrode activation sequences for 
each control flow transfer operation (CFG edge). The compiler is validated using a software simulator which produces animated videos 
of realistic bioassay execution on a DMFB. Domain-specific language, Digital Microfluidics

ACM
Lebis A,Lefevre M,Luengo V,Guin 
N

Capitalisation of Analysis Processes: Enabling Reproducibility, 
Openness and Adaptability Thanks to Narration 2018 10.1145/3170358.3170408

Analysis processes of learning traces, used to gain important pedagogical insights, are yet to be easily shared and reused. They face 
what is commonly called a reproducibility crisis. From our observations, we identify two important factors that may be the cause of 
this crisis: technical constraints due to runnable necessities, and context dependencies. Moreover, the meaning of the reproducibility 
itself is ambiguous and a source of misunderstanding. In this paper, we present an ontological framework dedicated to taking full 
advantage of already implemented educational analyses. This framework shifts the actual paradigm of analysis processes by 
representing them from a narrative point of view, instead of a technical one. This enables a formal description of analysis processes 
with high-level concepts. We show how this description is performed, and how it can help analysts. The goal is to empower both 
expert and non-expert analysis stakeholders with the possibility to be involved in the elaboration of analysis processes and their reuse 
in different contexts, by improving both human and machine understanding of these analyses. This possibility is known as the 
capitalisation of analysis processes of learning traces.

context, capitalization, reuse, adaptability, analysis processes of 
learning traces, reproducibility, openness, ontology, learning analytics

ACM Xu H,Zhang N Confidence Levels for Empirical Research Using Twitter Data 2018 10.1145/3183654.3183684

Concerns of a "reproducibility crisis" in scientific research have become increasingly prevalent. The field of meta science - the scientific 
study of science itself - is thriving and has examined the existence and prevalence of threats to reproducible and robust research in 
designed experiments or surveys. Nonetheless, largely missing are replication efforts devoted to examining empirical studies with 
"organic data" - e.g., data organically generated by ubiquitous sensors or mobile applications, twitter feeds, click streams, etc. Given 
the growing popularity of using Twitter as the source of research data in psychology, we must take proper care of the data handling 
process if Twitter as a data source is to be a robust, reliable, and reproducible endeavor into the future. Our research studies scholarly 
publications in psychology to establish the confidence (or the lack thereof) in their handling practices of Twitter data. Replicability, Organic data, Twitter, Reproducibility

ACM
Wilkinson D,Oliveira L,Mossé 
D,Childers B Software Provenance: Track the Reality Not the Virtual Machine 2018 10.1145/3214239.3214244

The growing use of computers and massive storage by individuals is driving interest in digital preservation. The scientific method 
demands accountability through digital reproducibility, adding another strong motivation for preservation. However, data alone can 
become obsolete if the interactivity of software required to interpret the data is lost. Virtual machines (VMs) may preserve 
interactivity however do so at the cost of obscuring the nature of what lies within. Occam, instead, builds VMs on-the-fly while storing 
and distributing well-described software packages. Thus, the system can track the exact components inside VMs without storing the 
machines themselves, allowing software to be repeatably built and executed. For Occam to recreate VMs, it needs to know exactly 
what software was used within. Through this tracking, such software can even be modified and rebuilt. Occam keeps track of all such 
components in manifests, allowing anybody to know exactly what is in each VM, and the origins of each component.

ACM
Oliveira L,Wilkinson D,Mossé 
D,Childers B Supporting Long-Term Reproducible Software Execution 2018 10.1145/3214239.3214245

A recent widespread realization that software experiments are not as easily replicated as once believed brought software execution 
preservation to the science spotlight. As a result, scientists, institutions, and funding agencies have recently been pushing for the 
development of methodologies and tools that preserve software artifacts. Despite current efforts, long term reproducibility still eludes 
us.In this paper, we present the requirements for software execution preservation and discuss how to improve long-term 
reproducibility in science. In particular, we discuss the reasons why preserving binaries and pre-built execution environments is not 
enough and why preserving the ability to replicate results is not the same as preserving software for reproducible science. Finally, we 
show how these requirements are supported by Occam, an open curation framework that fully preserves software and its 
dependencies from source to execution, promoting transparency, longevity, and re-use. Specifically, Occam provides the ability to 
automatically deploy workflows in a fully-functional environment that is able to not only run them, but make them easily replicable.

ACM
Taylor SJ,Eldabi T,Monks T,Rabe 
M,Uhrmacher AM

Crisis, What Crisis: Does Reproducibility in Modeling & Simulation 
Really Matter? 2018

How important it is to our discipline that we can reproduce the results of Modeling & Simulation (M&S) research? How important is it 
to be able to (re)use the models, data, and methods described in simulation publications to reproduce published results? Is it really 
that important or are the lessons and experiences described in a paper enough for us to build on the work of others? At the 2016 
Winter Simulation Conference, a panel considered opinions on reproducibility in discrete-event simulation. This article builds on these 
and asks if there really is a reproducibility crisis in M&S? A diverse range of views on the subject are presented including reflections on 
the reproducibility in terms of the art and science of simulation, the frustrations of poor reproducibility, perspectives from the 
industrial production & logistics community, the wider context of open science and artefact sharing, and the role of provenance beyond 
reproducibility.



ACM Mania H,Guy A,Recht B
Simple Random Search of Static Linear Policies is Competitive for 
Reinforcement Learning 2018

Model-free reinforcement learning aims to offer off-the-shelf solutions for controlling dynamical systems without requiring models of 
the system dynamics. We introduce a model-free random search algorithm for training static, linear policies for continuous control 
problems. Common evaluation methodology shows that our method matches state-of-the-art sample efficiency on the benchmark 
MuJoCo locomotion tasks. Nonetheless, more rigorous evaluation reveals that the assessment of performance on these benchmarks is 
optimistic. We evaluate the performance of our method over hundreds of random seeds and many different hyperparameter 
configurations for each benchmark task. This extensive evaluation is possible because of the small computational footprint of our 
method. Our simulations highlight a high variability in performance in these benchmark tasks, indicating that commonly used 
estimations of sample efficiency do not adequately evaluate the performance of RL algorithms. Our results stress the need for new 
baselines, benchmarks and evaluation methodology for RL algorithms.

ACM
Franceschini R,Bisgambiglia 
PA,Hill DR

Reproducibility Study of a PDEVS Model Application to Fire 
Spreading 2018

The results of a scientific experiment have to be reproduced to be valid. The scientific method is well known in experimental sciences 
but it is not always the case for computer scientists. Recent publications and studies has shown that there is a significant 
reproducibility crisis in Biology and Medicine. This problem has also been demonstrated for hundreds of publications in computer 
science where only a limited set of publication results could be reproduced. In this paper we present the reproducibility challenge and 
we examine the reproducibility of a Parallel Discrete Event System Specification (PDEVS) model with two different execution 
frameworks. simulation, fire-spreading, reproducibility, PDEVS

ACM
Lastra-Daz JJ,Garca-Serrano 
A,Batet M,Fernndez M,Chirigati F HESML 2017 10.1016/j.is.2017.02.002

This work is a detailed companion reproducibility paper of the methods and experiments proposed in three previous works by Lastra-
Daz and Garca-Serrano, which introduce a set of reproducible experiments on word similarity based on HESML and ReproZip with the 
aim of exactly reproducing the experimental surveys in the aforementioned works.This work introduces a new representation model 
for taxonomies called PosetHERep, and a Java software library called Half-Edge Semantic Measures Library (HESML) based on it, which 
implements most ontology-based semantic similarity measures and Information Content (IC) models based on WordNet reported in 
the literature.PosetHERep proposes a memory-efficient representation for taxonomies which linearly scales with the size of the 
taxonomy and provides an efficient implementation of a large set of topological queries and graph-based algorithms, which is an 
adaptation of the half-edge data structure commonly used to represent discrete manifolds and planar graphs in computational 
geometry.This work also introduces a replication framework and dataset, called WNSimRep v1, which is provided as supplementary 
material and whose aim is to assist the exact replication of most similarity measures and IC models reported in the literature.Finally, 
this work introduces an experimental survey on the performance and scalability of the most recent state-of-the-art semantic measures 
libraries. This latter experimental survey confirms the statistically significant outperformance of HESML on the state-of-the-art 
libraries in terms of performance and scalability, as well as the possibility to improve significantly the performance and scalability of 
the semantic measures libraries without caching using PosetHERep. This work is a detailed companion reproducibility paper of the 
methods and experiments proposed by Lastra-Daz and Garca-Serrano in (2015, 2016) [5658], which introduces the following 
contributions: (1) a new and efficient representation model for taxonomies, called PosetHERep, which is an adaptation of the half-
edge data structure commonly used to represent discrete manifolds and planar graphs; (2) a new Java software library called the Half-
Edge Semantic Measures Library (HESML) based on PosetHERep, which implements most ontology-based semantic similarity 
measures and Information Content (IC) models reported in the literature; (3) a set of reproducible experiments on word similarity 
based on HESML and ReproZip with the aim of exactly reproducing the experimental surveys in the three aforementioned works; (4) a 
replication framework and dataset, called WNSimRep v1, whose aim is to assist the exact replication of most methods reported in the 
literature; and finally, (5) a set of scalability and performance benchmarks for semantic measures libraries. PosetHERep and HESML 
are motivated by several drawbacks in the current semantic measures libraries, especially the performance and scalability, as well as 
the evaluation of new methods and the replication of most previous methods. The reproducible experiments introduced herein are 
encouraged by the lack of a set of large, self-contained and easily reproducible experiments with the aim of replicating and confirming 
previously reported results. Likewise, the WNSimRep v1 dataset is motivated by the discovery of several contradictory results and 

PosetHERep, Ontology-based semantic similarity measures, 
ReproZip, HESML, Reproducible experiments on word similarity, 
Intrinsic and corpus-based Information Content models, Semantic 
measures library, WNSimRep v1 dataset, WordNet-based semantic 
similarity measures

ACM
Gonzalez-Beltran A,Osborne 
F,Peroni S,Vahdati S

SAVE-SD 2017: Third Workshop on Semantics, Analytics and 
Visualisation: Enhancing Scholarly Data 2017 10.1145/3041021.3055257

The third edition of the Workshop on Semantics, Analytics and Visualisation: Enhancing Scholarly Data (SAVE-SD 2017) is taking place 
in Perth, Australia on the 3rd of April 2017, co-located with the 26th International World Wide Web Conference. The main goal of the 
workshop is to provide a venue for researchers, publishers and other companies to engage in discussions about semantics, analytics 
and visualisations on scholarly data. www'17 co-located workshop

ACM

Taylor SJ,Anagnostou A,Fabiyi 
A,Currie C,Monks T,Barbera 
R,Becker B Open Science: Approaches and Benefits for Modeling & Simulation 2017

Open Science is the practice of making scientific research accessible to all. It promotes open access to the artefacts of research, the 
software, data, results and the scientific articles in which they appear, so that others can validate, use and collaborate. Open Science is 
also being mandated by many funding bodies. The concept of Open Science is new to many Modelling & Simulation (M&S) 
researchers. To introduce Open Science to our field, this paper unpacks Open Science to understand some of its approaches and 
benefits. Good practice in the reporting of simulation studies is discussed and the Strengthening the Reporting of Empirical Simulation 
Studies (STRESS) standardized checklist approach is presented. A case study shows how Digital Object Identifiers, Researcher 
Registries, Open Access Data Repositories and Scientific Gateways can support Open Science practices for M&S research. The article 
concludes with a set of guidelines for adopting Open Science for M&S.

ACM Kazman R Musings on the Holy Grail of Reproducibility 2017

Disciplines as diverse as psychology, physics, marketing, and medicine have, for the past few years, been going through a soul-
searching over the "reproducibility crisis". According to a recent survey in Nature, over 70% of researchers have failed in reproducing 
another scientist's results and more than half have failed in trying to reproduce their own results. But replication of scientific results is 
the heart of the scientific method; without this cornerstone we do not have science, we have faith and mysticism. Note, however, that 
reproducibility comes at a steep cost: more rigor, more scrutiny, and tightened controls on what is considered a publishable result will 
doubtless burden scientists and slow the pace of innovation. In this talk I will discuss the roots of replication problems---replication 
bias, null aversion, and incentive structures for researchers---and their implications on reproducibility for the field of software 
engineering. Finally, I will present a few ideas on how we can think about improving the state of our discipline.

ACM
Bell J,LaToza TD,Baldmitsi 
F,Stavrou A Advancing Open Science with Version Control and Blockchains 2017

The scientific community is facing a crisis of reproducibility: confidence in scientific results is damaged by concerns regarding the 
integrity of experimental data and the analyses applied to that data. Experimental integrity can be compromised inadvertently when 
researchers overlook some important component of their experimental procedure, or intentionally by researchers or malicious third-
parties who are biased towards ensuring a specific outcome of an experiment. The scientific community has pushed for "open science" 
to add transparency to the experimental process, asking researchers to publicly register their data sets and experimental procedures. 
We argue that the software engineering community can leverage its expertise in tracking traceability and provenance of source code 
and its related artifacts to simplify data management for scientists. Moreover, by leveraging smart contract and blockchain 
technologies, we believe that it is possible for such a system to guarantee end-to-end integrity of scientific data and results while 
supporting collaborative research.

ACM
Ferro N,Fuhr N,Järvelin K,Kando 
N,Lippold M,Zobel J

Increasing Reproducibility in IR: Findings from the Dagstuhl 
Seminar on "Reproducibility of Data-Oriented Experiments in e-
Science" 2016 10.1145/2964797.2964808

The Dagstuhl Seminar on "Reproducibility of Data-Oriented Experiments in e-Science", held on 24-29 January 2016, focused on the core 
issues and approaches to reproducibility of experiments from a multidisciplinary point of view, sharing the experience coming from 
several fields of computer science.In this paper, we discuss, summarize, and adapt the main findings of the seminar to the context of 
IR evaluation -- both system-oriented and user-oriented -- in order to raise awareness in our community and stimulate the fields 
towards and increased reproducibility of our experiments.



ACM de Waard A
Research Data Management at Elsevier: Supporting Networks of 
Data and Workflows 2016 10.3233/ISU-160805

Sharing research data has the potential to make research more reproducible and efficient. Scientific research is a complex process and 
it is crucial that at the different stages of this process, researchers handle data in a way that will allow sharing and reuse. In this 
paper, we present a framework for the different steps involved in managing research data: a hierarchy of research data needs, and 
describe some of our own ongoing efforts to support these needs.Creating a good data ecosystem that supports each of these data 
needs requires collaboration between all parties that are involved in the generation, storage, retrieval and use of data: researchers, 
librarians, institutions, government offices, funders, and also publishers. We are actively collaborating with many other participants in 
the research data field, to develop a data ecosystem that enables data to be more useful, and reusable, throughout science and the 
humanities.

open data, research data management, transparency, research 
integrity, data reuse, scholarly publishing, data sharing, 
reproducibility, Research data

ACM Lawlor B
An Overview of the NFAIS 2016 Annual Conference: Data Sparks 
Discovery of Tomorrow’s Global Knowledge 2016 10.3233/ISU-160807

This paper provides an overview of the highlights of the 2016 NFAIS Annual Conference, Data Sparks Discovery of Tomorrow’s Global 
Knowledge, that was held in Philadelphia, PA from February 21–23, 2016. The goal of the conference was to examine how data has 
risen in importance and is transforming all aspects of research – from funding policies through to reporting, publication, and archiving 
policies. Data literacy is an essential skill in today’s digital world and even new career paths have emerged – data scientist, data 
engineer, data librarian, etc. The conference raised both practical and philosophical issues regarding data management, use, and 
reuse, and provided a glimpse of what information services should look like in the future.

data management, artificial intelligence, content globalization, 
NFAIS 2016 Annual Conference, Big Data

PoP-GS K TSIMA The reproducibility issues that haunt health-care AI 2023
… faces a reproducibility crisis, says Sayash Kapoor, a PhD candidate in computer science at … of computational prediction, Kapoor 
discovered reproducibility failures and pitfalls in 329 …

PoP-GS T Ross-Hellauer Strategic priorities for reproducibility reform 2023 10.1371/journal.pbio.3001943

Recent years have stress-tested the scientific system. The COVID-19 pandemic demonstrated the potential for Open Science to aid 
humanity in rapid, collective action to meet catastrophic challenges [1]. But it also cruelly exposed the consequences of a continuing 
lack of societal trust in science (e.g., “anti-vax” sentiment) and, along with geopolitical unrest, has wrought economic havoc that will 
squeeze research funding in the coming years.

The specter of a “reproducibility crisis” has haunted meta-science and research policy conversations for years now [2]. Definitions vary, 
but at its broadest, reproducibility just means obtaining consistent results when repeating experiments and analyses. It is usually taken 
as a key tenet of science itself, if not a direct proxy for quality and credibility of results. Tackling the causes of poor levels of 
reproducibility stands to boost trust, integrity, and efficiency in research. Given the current circumstances, this should be a major 
priority for all research stakeholders, including funders, institutions, publishers, and individual researchers themselves.

Much valuable work has already been done, but in my view, much of what we know, as well as the actions we are taking, are targeted 
narrowly on specific fields, with piecemeal initiatives and limited alignment of strategic action across stakeholders and elements of 
research. For broader reproducibility reform to take place and achieve maximum impact, I propose five strategic priorities for action 
(Fig 1).

PoP-GS GW Sileshi
Analytic transparency is key for reproducibility of agricultural 
research 2023 10.1186/s43170-023-00144-8

… This problem, now called the “reproducibility crisis” or “replication crisis”, has been documented in the agricultural sciences, 
biomedical sciences, computer science, economics and …

PoP-GS GM Di Nunzio, R Minzoni
A Thorough Reproducibility Study on Sentiment Classification: 
Methodology, Experimental Setting, Results 2023

A survey published by Nature in 2016 revealed that more than 70% of researchers failed in their attempt to reproduce another 
researcher’s experiments, and over 50% failed to reproduce one of their own experiments; a state of affairs that has been termed the 
‘reproducibility crisis’ in science. 
The purpose of this work is to contribute to the field by presenting a reproducibility study of a Natural Language Processing paper 
about “Language Representation Models for Fine-Grained Sentiment Classification”. A thorough analysis of the methodology, 
experimental setting, and experimental results are presented, leading to a discussion of the issues and the necessary steps involved in 
this kind of study.

reproducibility; natural language processing; sentiment classification; 
language models

PoP-GS
M Maistro, T Breuer, P Schaer, N 
Ferro

An in-depth investigation on the behavior of measures to quantify 
reproducibility 2023

Science is facing a so-called reproducibility crisis, where researchers struggle to repeat experiments and to get the same or 
comparable results. This represents a fundamental problem in any scientific discipline because reproducibility lies at the very basis of 
the scientific method. A central methodological question is how to measure reproducibility and interpret different measures. In 
Information Retrieval (IR), current practices to measure reproducibility rely mainly on comparing averaged scores. If the reproduced 
score is close enough to the original one, the reproducibility experiment is deemed successful, although the identical scores can still 
rely on entirely different result lists. Therefore, this paper focuses on measures to quantify reproducibility in IR and their behavior. We 
present a critical analysis of IR reproducibility measures by synthetically generating runs in a controlled experimental setting, which 
allows us to control the amount of reproducibility error. These synthetic runs are generated by a deterioration algorithm based on 
swaps and replacements of documents in ranked lists. We investigate the behavior of different reproducibility measures with these 
synthetic runs in three different scenarios. Moreover, we propose a normalized version of Root Mean Square Error (RMSE) to quantify 
reproducibility better. Experimental results show that a single score is not enough to decide whether an experiment is successfully 
reproduced because such a score depends on the type of effectiveness measure and the performance of the original run. This study 
highlights how challenging it can be to reproduce experimental results and quantify the amount of reproducibility. ReproducibilityInformation retrievalEvaluation

PoP-GS
R Albertoni, S Colantonio, P 
Skrzypczyński…

Reproducibility of Machine Learning: Terminology, 
Recommendations and Open Issues 2023

Reproducibility is one of the core dimensions that concur to deliver Trustworthy Artificial Intelligence. Broadly speaking, reproducibility 
can be defined as the possibility to reproduce the same or a similar experiment or method, thereby obtaining the same or similar 
results as the original scientists. It is an essential ingredient of the scientific method and crucial for gaining trust in relevant claims. A 
reproducibility crisis has been recently acknowledged by scientists and this seems to affect even more Artificial Intelligence and 
Machine Learning, due to the complexity of the models at the core of their recent successes. Notwithstanding the recent debate on 
Artificial Intelligence reproducibility, its practical implementation is still insufficient, also because many technical issues are 
overlooked. In this survey, we critically review the current literature on the topic and highlight the open issues. Our contribution is 
three-fold. We propose a concise terminological review of the terms coming into play. We collect and systematize existing 
recommendations for achieving reproducibility, putting forth the means to comply with them. We identify key elements often 
overlooked in modern Machine Learning and provide novel recommendations for them. We further specialize these for two critical 
application domains, namely the biomedical and physical artificial intelligence fields.

CCS Concepts: • Computing methodologies → Machine learning; 
Artificial intelligence; • General and reference → Experimentation; 
Evaluation.
reproducibility, terminology, recommendations, deep learning, 
physical artificial intelligence, biomedical applications

PoP-GS D Pokutnaya, B Childers…
An implementation framework to improve the transparency and 
reproducibility of computational models of infectious diseases 2023

… The reproducibility of computational models has been … reproducibility guidelines from a wide range of scientific disciplines into an 
implementation framework for improving reproducibility …

PoP-GS ACQ Gutierrez, DJ Lindegger…
Reproducibility and Scientific Integrity of Big Data Research in 
Urban Public Health and Digital Epidemiology: A Call to Action 2023

… At the bottom of this reproducibility crisis lies growing … Addressing the reproducibility crisis is not only one step towards … other 
disciplines, such as computer science, the digital tech sector…

PoP-GS
AC Quiroga Gutierrez, DJ 
Lindegger…

Reproducibility and Scientific Integrity of Big Data Research in 
Urban Public Health and Digital Epidemiology: A Call to Action 2023 10.3390/ijerph20021473

… At the bottom of this reproducibility crisis lies growing … Addressing the reproducibility crisis is not only one step towards … other 
disciplines, such as computer science, the digital tech sector…



PoP-GS T Kou Reconceptualizing Machine Learning Reproducibility 2023

Reproducibility is broadly interpreted as the chance of getting the same results through a re-run of the original study in a reproduction 
study. The concept has been adopted by many areas of research as an important criterion to evaluate the quality of research and the 
validity of research claims. Reproducibility is a sign of the stability of finding and is treated as a surrogate of truth. I use reproducibility 
to refer to the chance of reproducing the same results, rather than the chance of reproducing the same experiment.
In chapter one, I will give the reader an introduction to the concept of reproducibility and show the motivation of this thesis. After 
chapter one, readers should have the knowledge of why reproducibility is important to scientists and its diverse functions 
conceptualized by scientists. The concept also has complications in terms of its limitation, contextuality, and operationalization. I will 
also demonstrate why ML researchers care about reproducibility and what an ML reproduction study looks like. I identify the gap of 
missing philosophical reflections on ML reproducibility. I will show that bridging the gap requires situated analyses in ML research; 
existing reflections on the concept at a general level are insu

PoP-GS AS Wagner, C Maumet, M Ganz…
10 years of reproducibility in biomedical research: how can we 
achieve generalizability and fairness? 2023

… This reproducibility crisis was a wake-up call for scientific … various efforts to overcome reproducibility issues: From increasing … 
and code sharing to ease computational reproducibility. …

PoP-GS S Kapoor, A Narayanan Leakage and the reproducibility crisis in ML-based science 2022

The use of machine learning (ML) methods for prediction and forecasting has become widespread across the quantitative sciences. 
How- ever, there are many known methodological pit- falls, including data leakage, in ML-based sci- ence. In this paper, we 
systematically investigate reproducibility issues in ML-based science. We show that data leakage is indeed a widespread problem and 
has led to severe reproducibility fail- ures. Specifically, through a survey of literature in research communities that adopted ML meth- 
ods, we find 17 fields where errors have been found, collectively affecting 329 papers and in some cases leading to wildly 
overoptimistic con- clusions. Based on our survey, we present a fine- grained taxonomy of 8 types of leakage that range from textbook 
errors to open research problems.
We argue for fundamental methodological changes to ML-based science so that cases of leakage can be caught before publication. To 
that end, we propose model info sheets for reporting scientific claims based on ML models that would address all types of leakage 
identified in our sur- vey. To investigate the impact of reproducibility errors and the efficacy of model info sheets, we undertake a 
reproducibility study in a field where complex ML models are believed to vastly out- perform older statistical models such as Logistic 
Regression (LR): civil war prediction. We find that all papers claiming the superior performance of complex ML models compared to LR 
models fail to reproduce due to data leakage, and com- plex ML models don’t perform substantively bet- ter than decades-old LR 
models. While none of these errors could have been caught by reading the papers, model info sheets would enable the detection of 
leakage in each case.

PoP-GS
OE Gundersen, S Shamsaliei, RJ 
Isdahl

Do machine learning platforms provide out-of-the-box 
reproducibility? 2022

Science is experiencing an ongoing reproducibility crisis. In light of this crisis, our objective is to investigate whether machine learning 
platforms provide out-of-the-box reproducibility. Our method is twofold: First, we survey machine learning platforms for whether they 
provide features that simplify making experiments reproducible out-of-the-box. Second, we conduct the exact same experiment on 
four different machine learning platforms, and by this varying the processing unit and ancillary software only. The survey shows that no 
machine learning platform supports the feature set described by the proposed framework while the experiment reveals statstically 
significant difference in results when the exact same experiment is conducted on different machine learning platforms. The surveyed 
machine learning platforms do not on their own enable users to achieve the full reproducibility potential of their research. Also, the 
machine learning platforms with most users provide less functionality for achieving it. Furthermore, results differ when executing the 
same experiment on the different platforms. Wrong conclusions can be inferred at the at 95% confidence level. Hence, we conclude 
that machine learning platforms do not provide reproducibility out-of-the-box and that results generated from one machine learning 
platform alone cannot be fully trusted.

ReproducibilityReproducible AIMachine learningSurveyReproducibility 
experiment

PoP-GS
K Ahn, P Jain, Z Ji, S Kale, P 
Netrapalli… Reproducibility in optimization: Theoretical framework and Limits 2022

We initiate a formal study of reproducibility in optimization. We define a quanti- tative measure of reproducibility of optimization 
procedures in the face of noisy or error-prone operations such as inexact or stochastic gradient computations or inexact initialization. 
We then analyze several convex optimization settings of in- terest such as smooth, non-smooth, and strongly-convex objective 
functions and establish tight bounds on the limits of reproducibility in each setting. Our analysis reveals a fundamental trade-off 
between computation and reproducibility: more computation is necessary (and sufficient) for better reproducibility.

PoP-GS W Mauerer, S Scherzinger 1-2-3 reproducibility for quantum software experiments 2022

Various fields of science face a reproducibility crisis. For quantum software engineering as an emerging field, it is therefore imminent 
to focus on proper reproducibility engineering from the start. Yet the provision of reproduction packages is almost universally lacking. 
Actionable advice on how to build such packages is rare, particularly unfortunate in a field with many con- tributions from researchers 
with backgrounds outside computer science. In this article, we argue how to rectify this deficiency by proposing a 1-2-3 approach to 
reproducibility engineering for quantum software experiments: Using a meta-generation mechanism, we generate DOl-safe, long-
term functioning and dependency-free reproduction packages. They are designed to satisfy the requirements of professional and 
learned societies solely on the basis of project-specific research artefacts (source code, measurement and configuration data), and 
require little temporal investment by researchers. Our scheme ascertains long- term traceability even when the quantum processor 
itself is no longer accessible. By drastically lowering the technical bar, we foster the proliferation of reproduction packages in quantum 
software experiments and ease the inclusion of non-CS researchers entering the field. Reproducibility engineering, quantum software engineering

PoP-GS
H Gunes, F Broz, CS Crawford, AR 
der Pütten…

Reproducibility in Human-Robot Interaction: Furthering the Science 
of HRI 2022 10.1007/s43154-022-00094-5

Purpose of Review
To discuss the current state of reproducibility of research in human-robot interaction (HRI), challenges specific to the field, and 
recommendations for how the community can support reproducibility.

Recent Findings
As in related fields such as artificial intelligence, robotics, and psychology, improving research reproducibility is key to the maturation 
of the body of scientific knowledge in the field of HRI. The ACM/IEEE International Conference on Human-Robot Interaction introduced 
a theme on Reproducibility of HRI to their technical program in 2020 to solicit papers presenting reproductions of prior research or 
artifacts supporting research reproducibility.

Summary
This review provides an introduction to the topic of research reproducibility for HRI and describes the state of the art in relation to the 
HRI 2020 Reproducibility theme. As a highly interdisciplinary field that involves work with technological artifacts, there are unique 
challenges to reproducibility in HRI. Biases in research evaluation and practice contribute to challenges in supporting reproducibility, 
and the training of researchers could be changed to encourage research reproduction. The authors propose a number of solutions for 
addressing these challenges that can serve as guidelines for the HRI community and related fields.



PoP-GS F Götz-Hahn, V Hosu, D Saupe
Critical analysis on the reproducibility of visual quality assessment 
using deep features 2022

Data used to train supervised machine learning models are commonly split into independent training, validation, and test sets. This 
paper illustrates that complex data leakage cases have occurred in the no-reference image and video quality assessment literature. 
Recently, papers in several journals reported performance results well above the best in the field. However, our analysis shows that 
information from the test set was inappropriately used in the training process in different ways and that the claimed performance 
results cannot be achieved. When correcting for the data leakage, the performances of the approaches drop even below the state-of-
the-art by a large margin. Additionally, we investigate end-to-end variations to the discussed approaches, which do not improve upon 
the original.

PoP-GS
J Karr, RS Malik-Sheriff, J 
Osborne, G Gonzalez-Parra…

Model integration in computational biology: the role of 
reproducibility, credibility and utility 2022

… This manuscript discussed the reproducibility crisis in biological computational models. Many issues and difficulties and barriers 
have been presented. Nevertheless, some efforts …

PoP-GS
…, UK Reproducibility Network 
(UKRN) Local Network …

Reforms to improve reproducibility and quality must be 
coordinated across the research ecosystem: the view from the 
UKRN Local Network Leads 2022 10.1186/s13104-022-05949-w

… a “reproducibility crisis”, which has precipitated much discussion about how to improve research integrity, reproducibility, … Network 
Leads of the UK Reproducibility Network—outline our …

PoP-GS Y Chen, J Belouadi, S Eger Reproducibility issues for bert-based evaluation metrics 2022

Reproducibility is of utmost concern in ma- chine learning and natural language process- ing (NLP). In the field of natural language gen- 
 eration (especially machine translation), the seminal paper of Post (2018) has pointed out problems of reproducibility of the dom- 
inant metric, BLEU, at the time of publica- tion. Nowadays, BERT-based evaluation met- rics considerably outperform BLEU. In this pa- 
per, we ask whether results and claims from four recent BERT-based metrics can be repro- duced. We find that reproduction of claims 
and results often fails because of (i) heavy undocu- mented preprocessing involved in the metrics, (ii) missing code and (iii) reporting 
weaker re- sults for the baseline metrics. (iv) In one case, the problem stems from correlating not to hu- man scores but to a wrong 
column in the csv file, inflating scores by 5 points. Motivated by the impact of preprocessing, we then conduct a second study where 
we examine its effects more closely (for one of the metrics). We find that preprocessing can have large effects, espe- cially for highly 
inflectional languages. In this case, the effect of preprocessing may be larger than the effect of the aggregation mechanism (e.g., 
greedy alignment vs. Word Mover Dis- tance).

PoP-GS K Roper, A Abdel-Rehim…
Testing the reproducibility and robustness of the cancer biology 
literature by robot 2022 10.1098/rsif.2021.0821

… testing is currently achievable, that it could be scaled up to generate a substantive source of reliable knowledge and that automation 
has the potential to mitigate the reproducibility crisis…

PoP-GS SS Feger, PW Woźniak Reproducibility: A Researcher-Centered Definition 2022

Recent years have introduced major shifts in scientific reporting and publishing. The scientific community, publishers, funding 
agencies, and the public expect research to adhere to principles of openness, reproducibility, replicability, and repeatability. However, 
studies have shown that scientists often have neither the right tools nor suitable support at their disposal to meet these modern 
science challenges. In fact, even the concrete expectations connected to these terms may be unclear and subject to field-specific, 
organizational, and personal interpretations. Based on a narrative literature review of work that defines characteristics of open 
science, reproducibility, replicability, and repeatability, as well as a review of recent work on researcher-centered requirements, we 
find that the bottom-up practices and needs of researchers contrast top-down expectations encoded in terms related to reproducibility 
and open science. We identify and define reproducibility as a central term that concerns the ease of access to scientific resources, as 
well as their completeness, to the degree required for efficiently and effectively interacting with scientific work. We hope that this 
characterization helps to create a mutual understanding across science stakeholders, in turn paving the way for suitable and 
stimulating environments, fit to address the challenges of modern science reporting and publishing.

reproducibility; definition; replicability; open science; researcher-
centered; user-centered; bottom-up

PoP-GS
C Riedel, H Geßner, A 
Seegebrecht, SI Ayon…

Including data management in research culture increases the 
reproducibility of scientific results 2022

Reproducible research results are among the pillars of sustainable science, and considerable progress has been achieved in this 
direction recently. However, there is much room for improvement across the research communities. Here we analyze the 
reproducibility of 108 publications from an interdisciplinary Collaborative Research Center on applied mathematics in various scientific 
fields. Based on a previous reproducibility study in hydrology, we identify the rate of reproducible scientific results and why 
reproducibility fails. We identify the main problems that hinder reproducible results and relate them to previous interventions 
targeting the research culture of reproducible scientific findings. Thus, the success of our measures can be estimated, and specific 
recommendations for future work can be derived. In our study, the number of publications that allow for at least partly reproducible 
research results increased over time. However, we see an ongoing need for directives and support in research data management 
among research communities since issues concerning data accessibility and quality limit the reproducibility of scientific results. We 
argue that our results are representative of other interdisciplinary research areas. open data, reproducibility, research data management

PoP-GS
NJ Horton, R Alexander, M 
Parker…

The Growing Importance of Reproducibility and Responsible 
Workflow in the Data Science and Statistics Curriculum 2022 10.1080/26939169.2022.2141001

… The reproducibility crisis that was first identified in psychology is now known to afflict much of the physical and social sciences. 
Steps taken to address this crisis, including improved …

PoP-GS S Samuel, B König-Ries

End-to-End provenance representation for the understandability 
and reproducibility of scientific experiments using a semantic 
approach 2022 10.1186/s13326-021-00253-1

… The reproducibility crisis was brought to the scientific … The reproducibility crisis is currently faced by various disciplines … 
disciplines including Biology, Computer Science, Ecology, and …

PoP-GS JW Moody, LA Keister, MC Ramos Reproducibility in the social sciences 2022 10.1146/annurev-soc-090221-035954
… reproducibility crisis—to increase access to data and models for public scrutiny—is laudable but incomplete given the breadth of 
issues that underlie reproducibility … the reproducibility …

PoP-GS W Mauerer, S Klessinger… Beyond the badge: Reproducibility engineering as a lifetime skill 2022

Ascertaining reproducibility of scientific experiments is receiving increased attention across disciplines. We argue that the necessary 
skills are important beyond pure scientific utility, and that they should be taught as part of software engineering (SWE) education. 
They serve a dual purpose: Apart from acquiring the coveted badges assigned to reproducible research, reproducibility engineering is a 
lifetime skill for a professional industrial career in computer science.
SWE curricula seem an ideal fit for conveying such capabilities, yet they require some extensions, especially given that even at flagship 
conferences like ICSE, only slightly more than one-third of the technical papers (at the 2021 edition) receive recognition for artefact 
reusability. Knowledge and capabilities in setting up engineering environments that allow for reproducing artefacts and results over 
decades (a standard requirement in many traditional en- gineering disciplines), writing semi-literate commit messages that document 
crucial steps of a decision-making process and that are tightly coupled with code, or sustainably taming dynamic, quickly changing 
software dependencies, to name a few: They all contribute to solving the scientific reproducibility crisis, and enable software 
engineers to build sustainable, long-term maintainable, software- intensive, industrial systems. We propose to teach these skills at the 
undergraduate level, on par with traditional SWE topics.

• Social and professional topics → Software engineering edu- cation; 
• Software and its engineering → Maintaining software; Software 
version control.
reproducibility engineering, teaching software engineering

PoP-GS
L Vilhuber, HH Son, M Welch, DN 
Wasser… Teaching for large-scale Reproducibility Verification 2022 10.1080/26939169.2022.2074582

We describe a unique environment in which undergraduate students from various STEM and social science disciplines are trained in 
data provenance and reproducible methods, and then apply that knowledge to real, conditionally accepted manuscripts and associated 
replication packages. We describe in detail the recruitment, training, and regular activities. While the activity is not part of a regular 
curriculum, the skills and knowledge taught through explicit training of reproducible methods and principles, and reinforced through 
repeated application in a real-life workflow, contribute to the education of these undergraduate students, and prepare them for post-
graduation jobs and further studies. Supplementary materials for this article are available online. Economics; Reproducibility; Undergraduate training

PoP-GS LL Sanchez Reyes, EJ McTavish
Approachable case studies support learning and reproducibility in 
data science: An example from evolutionary biology 2022 10.1080/26939169.2022.2099487… reproducibility rates in the natural sciences (Peng 2015

PoP-GS C Howe, JA Tullis
Context for Reproducibility and Replicability in Geospatial 
Unmanned Aircraft Systems 2022

… to what many have termed a “reproducibility crisis” [1] (p. 1), or … with a background in computer science publishes a remote … for 
anyone without a computer science background to follow. …

PoP-GS
H Suetake, T Fukusato, T Igarashi, 
T Ohta

A workflow reproducibility scale for automatic validation of 
biological interpretation results 2022 10.1101/2022.10.11.511695.abstract

… to ensure the reproducibility of data analysis … Reproducibility of research is an essential issue in the scientific community (7, 8). 
However, Baker raised the alarm of a “reproducibility crisis…



PoP-GS A Belz A Metrological Perspective on Reproducibility in NLP* 2022

Reproducibility has become an increasingly debated topic in NLP and ML over recent years, but so far, no commonly accepted 
definitions of even basic terms or concepts have emerged. The range of different definitions proposed within NLP/ML not only do not 
agree with each other, they are also not aligned with standard scientific definitions. This article examines the standard definitions of 
repeatability and reproducibility provided by the meta-science of metrology, and explores what they imply in terms of how to assess 
reproducibility, and what adopting them would mean for reproducibility assessment in NLP/ML. It turns out the standard definitions 
lead directly to a method for assessing reproducibility in quantified terms that renders results from reproduction studies comparable 
across multiple reproductions of the same original study, as well as reproductions of different original studies. The article considers 
where this method sits in relation to other aspects of NLP work one might wish to assess in the context of reproducibility.

PoP-GS
A Khritankov, N Pershin, N Ukhov, 
A Ukhov

MLDev: Data Science Experiment Automation and Reproducibility 
Software 2022 10.1007/978-3-031-12285-9_1

In this paper we explore the challenges of automating experiments in data science. We propose an extensible experiment model as a 
foundation for integration of different open source tools for running research experiments. We implement our approach in a prototype 
open source MLDev software package and evaluate it in a series of experiments yielding promising results. Comparison with other 
state-of-the-art tools signifies novelty of our approach. experiment automation, data science, reproducibility

PoP-GS S Samuel, D Mietchen
Computational reproducibility of Jupyter notebooks from 
biomedical publications 2022

… Here, we analyze the computational reproducibility of 9625 Jupyter notebooks from 1117 … , and we re-ran them to assess 
reproducibility. Of these, 396 notebooks ran through without …

PoP-GS
N Karathanasis, D Hwang, V 
Heng… Reproducibility efforts as a teaching tool: A pilot study 2022

The “replication crisis” is a methodological problem in which many scientific research findings have been difficult or impossible to 
replicate. Because the reproducibility of empirical results is an essential aspect of the scientific method, such failures endanger the 
credibility of theories based on them and possibly significant portions of scientific knowledge. An instance of the replication crisis, 
analytic replication, pertains to reproducing published results through computational reanalysis of the authors’ original data. However, 
direct replications are costly, time-consuming, and unrewarded in today’s publishing standards. We propose that bioinformatics and 
computational biology students replicate recent discoveries as part of their curriculum. Considering the above, we performed a pilot 
study in one of the graduate-level courses we developed and taught at our University. The course is entitled Intro to R Programming 
and is meant for students in our Master’s and PhD programs who have little to no programming skills. As the course emphasized real-
world data analysis, we thought it would be an appropriate setting to carry out this study. The primary objective was to expose the 
students to real biological data analysis problems. These include locating and downloading the needed datasets, understanding any 
underlying conventions and annotations, understanding the analytical methods, and regenerating multiple graphs from their assigned 
article. The secondary goal was to determine whether the assigned articles contained sufficient information for a graduate-level 
student to replicate its figures. Overall, the students successfully reproduced 39% of the figures. The main obstacles were the need for 
more advanced programming skills and the incomplete documentation of the applied methods. Students were engaged, enthusiastic, 
and focused throughout the semester. We believe that this teaching approach will allow students to make fundamental scientific 
contributions under appropriate supervision. It will teach them about the scientific process, the importance of reporting standards, and 
the importance of openness.

PoP-GS K Coakley, CR Kirkpatrick…
Examining the Effect of Implementation Factors on Deep Learning 
Reproducibility 2022

Reproducing published deep learning papers to validate their conclusions can be difficult due to sources of irreproducibility. We 
investigate the impact that implementation factors have on the results and how they affect reproducibility of deep learning studies. 
Three deep learning experiments were ran five times each on 13 different hardware environments and four different software 
environments. The analysis of the 780 combined results showed that there was a greater than 6% accuracy range on the same 
deterministic examples introduced from hardware or software environment variations alone. To account for these implementation 
factors, researchers should run their experiments multiple times in different hardware and software environments to verify their 
conclusions are not affected. deep learning, machine learning, reproducibility

PoP-GS
J Frey, D Streitmatter, N Arndt, S 
Hellmann

Reproducibility Crisis in the LOD Cloud? Studying the Impact of 
Ontology Accessibility and Archiving as a Counter Measure 2022 10.1007/978-3-031-19433-7_6

The reproducibility crisis is an ongoing problem that affects data-driven science to a big extent. The highly connected decentral Web of 
Ontologies represents the backbone for semantic data and the Linked Open Data Cloud and provides terminological context 
information cru- cial for the usage and interpretation of the data, which in turn is key for the reproducibility of research results making 
use of it.
In this paper, we identify, analyze, and quantify reproducibility issues related to capturing terminological context (e.g. caused by 
unavailable ontologies) and delineate the impact on the reproducibility crisis in the Linked Open Data Cloud. Our examinations are 
backed by a frequent and ongoing monitoring of online available vocabularies and ontologies that results in the DBpedia Archivo 
dataset. We also show the extent to which the reproducibility crisis can be countered with the aid of ontol- ogy archiving in DBpedia 
Archivo and the Linked Open Vocabularies platforms.

PoP-GS X Xiong, I Cribben
The state of play of reproducibility in Statistics: an empirical 
analysis 2022 10.1080/00031305.2022.2131625

Reproducibility, the ability to reproduce the results of published papers or studies using their com- puter code and data, is a 
cornerstone of reliable scientific methodology. Studies where results cannot be reproduced by the scientific community should be 
treated with caution. Over the past decade, the importance of reproducible research has been frequently stressed in a wide range of 
scientific journals such as Nature and Science and international magazines such as The Economist. However, multiple studies have 
demonstrated that scientific results are often not reproducible across research areas such as psychology and medicine. Statistics, the 
science concerned with developing and studying meth- ods for collecting, analyzing, interpreting and presenting empirical data, prides 
itself on its openness when it comes to sharing both computer code and data. In this paper, we examine reproducibility in the field of 
statistics by attempting to reproduce the results in 93 published papers in prominent journals utilizing functional magnetic resonance 
imaging (fMRI) data during the 2010-2021 period. Overall, from both the computer code and the data perspective, among all the 93 
examined papers, we could only reproduce the results in 14 (15.1%) papers, that is, the papers provide both executable computer code 
(or software) with the real fMRI data, and our results matched the results in the paper. Finally, we conclude with some author-specific 
and journal-specific recommendations to improve the research reproducibility in statistics.

PoP-GS
RG Curty, JS Lee, W Chang, TH 
Kao…

Practicing What is Preached: Exploring Reproducibility Compliance 
of Papers on Reproducible Research 2022 10.1007/978-3-030-96957-8_23

Motivated by the growing importance of both scientific transparency and accountability in the open science context, this study 
examines a series of papers on the topic of reproducible research and its alignment with open and transparent practices that are 
critical for research reproducibility. We screened an initial pool of 250 documents retrieved from Google Scholar that resulted in a final 
corpus of 19 articles used for further analyses. We adopted a checklist developed based on the Transparency and Openness Promotion 
(TOP) Guidelines and thus reported the results following six TOP dimensions: 1) data citation; 2) data, code, and additional 
documentation transparency; 3) design and analysis transparency; 4) pre-registration of studies; 5) pre-registration of analysis plans, 
and 6) replication. Preliminary findings have shown that most papers have made the underlying data, code, and documentation 
altogether available for reuse, primarily through generalist repositories. Some authors have used disciplinary conventions to produce 
research reports for disclosing key aspects of the research design and data analysis. Contrariwise, we observe that there is still room 
for improvement in current data citation practices, given that most papers do not correctly attribute the datasets they reused.

Open science, Transparency and Openness Promotion (TOP) 
Guidelines

PoP-GS P Menon, V Sekaran, G Bajwa
Reproducibility in Brain-Computer Interface Research: A 
Replication-Based Analysis 2022

… From a survey taken in 2016, more than half of the scientists say that science is facing a reproducibility crisis [4]. The reproducibility 
crisis not only leads to a difficulty in the …



PoP-GS T Ross-Hellauer, T Klebel…
TIER2: enhancing Trust, Integrity and Efficiency in Research 
through next-level Reproducibility 2022

Lack of reproducibility of research results has become a major theme in recent years. As we emerge from the COVID-19 pandemic, 
economic pressures and exposed consequences of lack of societal trust in science make addressing reproducibility of urgent 
importance. TIER2 is a new international project funded by the European Commission under their Horizon Europe programme. Covering 
three broad research areas (social, life and computer sciences) and two cross-disciplinary stakeholder groups (research publishers and 
funders) to systematically investigate reproducibility across contexts, TIER2 will significantly boost knowledge on reproducibility, create 
tools, engage communities, implement interventions and policy across different contexts to increase re-use and overall quality of 
research results in the European Research Area and global R&I, and consequently increase trust, integrity and efficiency in research.

Open Science, Reproducibility, Research quality, Epistemic diversity, 
Tools and practices, Policy intervention, EOSC, Reproducibility 
Networks, Community engagement

PoP-GS G Chure
Be Prospective, Not Retrospective: A Philosophy for Advancing 
Reproducibility in Modern Biological Research 2022

… Whether or not science is really experiencing a reproducibility crisis [1–3], accessing raw data … Opinion: Is science really facing a 
reproducibility crisis, and do we need it to? Proceedings …

PoP-GS
R Reinecke, T Trautmann, T 
Wagener… The critical need to foster computational reproducibility 2022

The climate crisis illustrates the critical need for earth and environmental models to assess the Earth’s past and future by translating 
emissions into climate signals and subsequent impacts regarding floods, droughts, or heatwaves, as well as future resource 
availability. While computational models grow in relevance by guiding policies and public discourse, our trust in these models is put to 
the test. A recent study estimates that 93% of hydrology and water resources published studies cannot be reproduced. In this 
perspective, we question whether we are amid a reproducibility crisis in the computational earth sciences and peek behind the curtain 
of everyday research. Software development has become an integral part of research in most areas, including the earth sciences, 
where computational models and data processing algorithms become increasingly sophisticated to solve the challenges of our time. 
Paradoxically, this development poses a threat to scientific progress: Reproducibility, as an essential pillar of science, is increasingly 
difficult to reach or even to test. This trend is particularly worrisome as scientific results have potentially controversial implications for 
stakeholders and policymakers and may influence public opinion and decisions for a long time. In recent years, progress towards Open 
Science has led to more publishers demanding access to data and source code alongside peer-reviewed manuscripts; but recent 
studies still find that less reproducible research may be even cited more frequently. We argue that we insufficiently understand how 
the earth science community currently attempts to reproduce computational results and what challenges they face in this effort. To 
what do scientists attribute this lack of reproducibility in computational earth sciences, and what are possible solutions? In this 
perspective we survey the community on what they think is necessary and paint a picture of a future that fosters reproducible 
computational science and thus trust.

PoP-GS MF Czapanskiy, RS Beltran
How Reproducibility Will Accelerate Discovery Through 
Collaboration in Physio-Logging 2022 10.3389/fphys.2022.917976

… Person C is a post-doc in computer science developing a new deep learning method for time series classification. They meet Person 
A at a cafe on campus and realize their physio-…

PoP-GS
C Fell, M Mohammadi, D 
Morrison…

Reproducibility of deep learning in digital pathology whole slide 
image analysis 2022

… a particular set of challenges around reproducibility. Small differences in … reproducibility. As an important contribution of the 
present study and its findings, we introduce a reproducibility …

PoP-GS P Knees, B Ferwerda, A Rauber…
A Reproducibility Study on User-centric MIR Research and Why it is 
Important 2022

… This includes proper documentation and provision of access to the data involved, to avoid contributing to the so-called reproducibility 
crisis found throughout virtually all scientific …

PoP-GS M Siebert

Reproducibility in therapeutic research: a survey on data sharing in 
the biomedical literature and clinical trials in marketing 
authorizations 2022

… used, in microbiology, immunology, and computer science, it was the opposite. According to … , this thesis will put a focus on the 
role of data sharing in the light of the reproducibility crisis. …

PoP-GS
F Melchor, R Rodriguez-
Echeverria…

A Model-Driven Approach for Systematic Reproducibility and 
Replicability of Data Science Projects 2022 10.1007/978-3-031-07472-1_9

In the last few years, there has been an important increase in the number of tools and approaches to define pipelines that allow the 
development of data science projects. They allow not only the pipeline definition but also the code generation needed to execute the 
project providing an easy way to carry out the projects even for non-expert users. However, there are still some challenges that these 
tools do not address yet, e.g. the possibility of executing pipelines defined by using different tools or execute them in different 
environments (reproducibility and replicability) or models validation and verification by identifying inconsistent operations 
(intentionality). In order to alleviate these problems, this paper presents a Model-Driven framework for the definition of data science 
pipelines independent of the particular execution platform and tools. The framework relies on the separation of the pipeline definition 
into two different modelling layers: conceptual, where the data scientist may specify all the data and models operations to be carried 
out by the pipeline; operational, where the data engineer may describe the execution environment details where the operations 
(defined in the conceptual part) will be implemented. Based on this abstract definition and layers separation, the approach allows: the 
usage of different tools improving, thus, process replicability; the automation of the process execution, enhancing process 
reproducibility; and the definition of model verification rules, providing intentionality restrictions.

Reproducibility, Replicability, Process, Data science, Model-driven 
engineering

PoP-GS
ML Rethlefsen, HF Norton, SL 
Meyer…

Interdisciplinary Approaches and Strategies from Research 
Reproducibility 2020: Educating for Reproducibility 2022 10.1080/26939169.2022.2104767

Research Reproducibility: Educating for Reproducibility, Pathways to Research Integrity was an interdis- ciplinary, conference hosted 
virtually by the University of Florida in December 2020. This event brought together educators, researchers, students, policy makers, 
and industry representatives from across the globe to explore best practices, innovations, and new ideas for education around 
reproducibility and replicability. Emphasizing a broad view of rigor and reproducibility, the conference touched on many aspects of 
introducing learners to transparency, rigorous study design, data science, data management, replications, and more. Transdisciplinary 
themes emerged from the panels, keynote, and submitted papers and poster presentations. The identified themes included lifelong 
learning, cultivating bottom-up change, “sneaking in” learning, just-in-time learning, targeting learners by career stage, learning by 
doing, learning how to learn, establishing communities of practice, librarians as interdisciplinary leaders, teamwork skills, rewards and 
incentives, and implementing top-down change. For each of these themes, we share ideas, practices, and actions as discussed by the 
conference speakers and attendees. Interdisciplinary education; Replicability; Research integrity

PoP-GS CR Keefe
Improving In Silico Scientific Reproducibility with Provenance 
Replay Software 2022 n/a

… In order to keep the practice of science approachable and sustainable, we must also be willing to adopt direct remedies to the 
reproducibility crisis that benefit both the conduct of …

PoP-GS
SJ Wagner, C Matek, SS 
Boushehri, M Boxberg…

Built to last? Reproducibility and Reusability of Deep Learning 
Algorithms in Computational Pathology 2022 10.1101/2022.05.15.22275108.abstract

… For this, we compiled criteria for reproducibility in a practical context and examined each work with respect to these. We 
additionally provide an overview of current data handling tools. …

PoP-GS A Fasciglione, M Leotta, A Verri
Reproducibility in Activity Recognition Based on Wearable Devices: 
a Focus on Used Datasets 2022

Reproducibility of proposed approaches is a crucial element in scientific fields, in order to let other researchers trust published works. 
Moreover, in order to let authors compare the effectiveness of a novel method to the state of the art, benchmark datasets should be 
commonly used.
Concentrating on the task of activity recognition using data coming from wearable devices with inertial sensors, we have analyzed the 
reproducibility of proposed approaches with a focus on used datasets. In this work, with a literature review, we have measured what 
percentage of works in the literature verified their approach using public datasets or sharing the ones created on purpose. At the same 
time, we have also examined the characteristics of considered datasets, with attention to the amount of data recorded, involved 
population, and studied activities.
Starting from 1289 works retrieved on Scopus, we analyzed in detail 146 of them and found out that approximately one out of three 
(∼33%) used public datasets and that less than one out of three (∼28%) of the specially made datasets were shared with the public. 
Moreover, considering all the examined datasets, 13% of them had restricted access (e.g. requiring requests to authors or 
subscriptions to websites for a fee) or were offline.

Literature Review, Reproducibility, Activity Recognition, HAR, 
Dataset, Wearable Devices, Inertial Sensors, Machine Learning, 
Medical Informatics

PoP-GS L Chiriboga, GM Callis, Y Wang…

Guide for collecting and reporting metadata on protocol variables 
and parameters from slide-based histotechnology assays to 
enhance reproducibility 2022 10.1080/01478885.2022.2134022

… is key to increasing rigor and reproducibility. To do so, we redefine reproducibility of slide-based … Thus, we propose defining 
reproducibility as results obtained with the same method on …



PoP-GS
MBA McDermott, S Wang, N 
Marinsek…

Reproducibility in machine learning for health research: Still a 
ways to go 2021 10.1126/scitranslmed.abb1655

… Reproducibility is required for scientific research, but many subfields of science have recently experienced a reproducibility crisis, … 
Reproducibility is also critical for machine learning …

PoP-GS
A Belz, S Agarwal, A Shimorina, E 
Reiter

A systematic review of reproducibility research in natural language 
processing 2021

Against the background of what has been termed a reproducibility crisis in science, the NLP field is becoming increasingly interested in, 
and conscientious about, the reproducibility of its results. The past few years have seen an impressive range of new initiatives, events 
and active research in the area. However, the field is far from reaching a consensus about how re- producibility should be defined, 
measured and addressed, with diversity of views currently in- creasing rather than converging. With this fo- cused contribution, we aim 
to provide a wide- angle, and as near as possible complete, snap- shot of current work on reproducibility in NLP, delineating 
differences and similarities, and providing pointers to common denominators.

PoP-GS D Nüst, E Pebesma Practical reproducibility in geography and geosciences 2021 10.1080/24694452.2020.1806028
… Opinion: Is science really facing a reproducibility crisis, and do we need it to? Proceedings of the National Academy of Sciences 115 
(11):2628–31. doi: https://doi.org/10.1073/pnas.…

PoP-GS S Samuel, F Löffler, B König-Ries
Machine learning pipelines: Provenance, reproducibility and fair 
data principles 2021 10.1007/978-3-030-80960-7_17

Machine learning (ML) is an increasingly important scientific tool supporting decision making and knowledge generation in numerous 
fields. With this, it also becomes more and more important that the results of ML experiments are reproducible. Unfortunately, that 
often is not the case. Rather, ML, similar to many other disciplines, faces a reproducibility crisis. In this paper, we describe our goals 
and initial steps in supporting the end-to-end reproducibility of ML pipelines. We investi- gate which factors beyond the availability of 
source code and datasets influence reproducibility of ML experiments. We propose ways to apply FAIR data practices to ML workflows. 
We present our preliminary results on the role of our tool, ProvBook, in capturing and comparing provenance of ML ex- periments and 
their reproducibility using Jupyter Notebooks.

PoP-GS
NC Nelson, K Ichikawa, J Chung, 
MM Malik

Mapping the discursive dimensions of the reproducibility crisis: A 
mixed methods analysis 2021

… discussions have been especially active in these fields and have generated substantial popular press coverage (compared to fields 
such as computer science, where reproducibility …

PoP-GS S Samuel, B König-Ries
Understanding experiments and research practices for 
reproducibility: an exploratory study 2021

Scientific experiments and research practices vary across disciplines. The research practices followed by scientists in each domain play 
an essential role in the understandability and reproducibility of results. The “Reproducibility Crisis”, where researchers find difficulty in 
reproducing published results, is currently faced by several disciplines. To understand the underlying problem in the context of the 
reproducibility crisis, it is important to first know the different research practices followed in their domain and the factors that hinder 
reproducibility. We performed an exploratory study by conducting a survey addressed to researchers representing a range of disciplines 
to understand scientific experiments and research practices for reproducibility. The survey findings identify a reproducibility crisis and a 
strong need for sharing data, code, methods, steps, and negative and positive results. Insufficient metadata, lack of publicly available 
data, and incomplete information in study methods are considered to be the main reasons for poor reproducibility. The survey results 
also address a wide number of research questions on the reproducibility of scientific results. Based on the results of our explorative 
study and supported by the existing published literature, we offer general recommendations that could help the scientific community 
to understand, reproduce, and reuse experimental data and results in the research data lifecycle.

PoP-GS
M López-Ibáñez, J Branke, L 
Paquete Reproducibility in evolutionary computation 2021 10.1145/3466624

Experimental studies are prevalent in Evolutionary Computation (EC), and concerns about the reprodu- cibility and replicability of such 
studies have increased in recent times, reflecting similar concerns in other scientific fields. In this article, we discuss, within the 
context of EC, the different types of reproducibility and suggest a classification that refines the badge system of the Association of 
Computing Machinery (ACM) adopted by ACM Transactions on Evolutionary Learning and Optimization (TELO). We identify cul- tural 
and technical obstacles to reproducibility in the EC field. Finally, we provide guidelines and suggest tools that may help to overcome 
some of these reproducibility obstacles.

CCS Concepts: • General and reference → Empirical studies; • Theory 
of computation → Optimiza- tion with randomized search heuristics; 
Bio-inspired optimization;
Additional Key Words and Phrases: Evolutionary computation, 
reproducibility, empirical study, benchmarking

PoP-GS
N Daoudi, K Allix, TF Bissyandé, J 
Klein

Lessons learnt on reproducibility in machine learning based android 
malware detection 2021 10.1007/s10664-021-09955-7

A well-known curse of computer security research is that it often produces systems that, while technically sound, fail operationally. To 
overcome this curse, the community generally seeks to assess proposed systems under a variety of settings in order to make explicit 
every potential bias. In this respect, recently, research achievements on machine learning based malware detection are being 
considered for thorough evaluation by the community. Such an effort of comprehensive evaluation supposes first and foremost the 
possibility to perform an independent reproduction study in order to sharpen evaluations presented by approaches’ authors. The 
question Can published approaches actually be reproduced? thus becomes paramount despite the little interest such mundane and 
practical aspects seem to attract in the malware detection field. In this paper, we attempt a complete reproduction of five Android 
Malware Detectors from the literature and discuss to what extent they are “reproducible”. Notably, we provide insights on the 
implications around the guesswork that may be required to finalise a working implementation. Finally, we discuss how barriers to 
reproduction could be lifted, and how the malware detection field would benefit from stronger reproducibility standards—like many 
various fields already have.

PoP-GS GM Huebner, MJ Fell, NE Watson
Improving energy research practices: guidance for transparency, 
reproducibility and quality 2021

Energy use is of crucial importance for the global challenge of climate change, and also is an essential part of daily life. Hence, 
research on energy needs to be robust and valid. Other scientific disciplines have experienced a reproducibility crisis, i.e. existing 
findings could not be reproduced in new studies. The ‘TReQ’ approach is recommended to improve research practices in the energy 
field and arrive at greater transparency, reproducibility and quality. A highly adaptable suite of tools is presented that can be applied to 
energy research approaches across this multidisciplinary and fast-changing field. In particular, the following tools are introduced – 
preregistration of studies, making data and code publicly available, using preprints, and employing reporting guidelines – to heighten 
the standard of research practices within the energy field. The wider adoption of these tools can facilitate greater trust in the findings 
of research used to inform evidence-based policy and practice in the energy field.

energy; open data and code; open science; preprints; preregistration; 
quality; reporting guidelines; reproducibility; research practices; 
transparency

PoP-GS R Hudson
Should we strive to make science bias-free? A philosophical 
assessment of the reproducibility crisis 2021 10.1007/s10838-020-09548-w

Recently, many scientists have become concerned about an excessive number of failures to reproduce statistically significant effects. 
The situation has become dire enough that the situation has been named the ‘reproducibility crisis’. After reviewing the relevant 
literature to confirm the observation that scientists do indeed view replication as currently problematic, I explain in philosophical terms 
why the replication of empirical phenomena, such as statistically significant effects, is important for scientific progress. Following that 
explanation, I examine various diagnoses of the reproducibility crisis, and argue that for the majority of scientists the crisis is due, at 
least in part, to a form of publication bias. This conclusion sets the stage for an assessment of the view that evidential relations in 
science are inherently value-laden, a view championed by Heather Douglas and Kevin Elliott. I argue, in response to Douglas and Elliott, 
and as motivated by the meta-scientific resistance scientists harbour to a publication bias, that if we advocate the value-ladenness of 
science the result would be a deepening of the reproducibility crisis.

PoP-GS A Hocquet, F Wieber
Epistemic issues in computational reproducibility: software as the 
elephant in the room 2021 10.1007/s13194-021-00362-9

Computational reproducibility (i.e. issues of reproducibility stemming from the computer as a scientific tool) possesses its own 
dynamics and narratives of crisis. Alongside the difficulties of computing as an ubiquitous yet complex scientific activity, computational 
reproducibility suffers from a naive expectancy of total reproducibility and a moral imperative to embrace the principles of free 
software as a non-negotiable epistemic virtue. We argue that the epistemic issues at stake in actual practices of computational 
reproducibility are best unveiled by focusing on software as a pivotal concept, one that is surprisingly often overlooked in accounts of 
reproducibility issues. Software is not only about designing and coding but also about maintaining, supporting, distributing, licensing, 
and governance; it is not only about developers but also about users. We focus on openness debates among computational chemists 
involved in molecular modeling software packages as empirical grounding for our argument. We then identify and analyse four 
epistemic characteristics (transparency, consistency, sustainability and inclusivity) as key to the role of software in computational 
reproducibility.



PoP-GS
B Yildiz, H Hung, JH Krijthe, CCS 
Liem, M Loog…

ReproducedPapers. org: Openly teaching and structuring machine 
learning reproducibility 2021 10.1007/978-3-030-76423-4_1

We present ReproducedPapers.org: an open online reposi- tory for teaching and structuring machine learning reproducibility. We 
evaluate doing a reproduction project among students and the added value of an online reproduction repository among AI researchers. 
We use anonymous self-assessment surveys and obtained 144 responses. Results suggest that students who do a reproduction project 
place more value on scientific reproductions and become more critical thinkers. Students and AI researchers agree that our online 
reproduction repository is valuable. Machine Learning · Reproducibility · Online Repository

PoP-GS
NR Smalheiser, EE Graetz, Z Yu, J 
Wang

Effect size, sample size and power of forced swim test assays in 
mice: Guidelines for investigators to optimize reproducibility 2021

A recent flood of publications has documented serious problems in scientific reproducibility, power, and reporting of biomedical 
articles, yet scientists persist in their usual practices. Why…

PoP-GS
J Koehler Leman, S Lyskov, SM 
Lewis…

Ensuring scientific reproducibility in bio-macromolecular modeling 
via extensive, automated benchmarks 2021

… Reproducibility in science is a systemic problem. In a survey published by Nature in 2016, 90% of scientists responded that there is a 
reproducibility crisis 1 . … or computer science 4,5 , …

PoP-GS A Urkullu, A Pérez, B Calvo
Statistical model for reproducibility in ranking-based feature 
selection 2021 10.1007/s10115-020-01519-3

The stability of feature subset selection algorithms has become crucial in real-world problems due to the need for consistent 
experimental results across different replicates. Specifically, in this paper, we analyze the reproducibility of ranking-based feature 
subset selection algorithms. When applied to data, this family of algorithms builds an ordering of variables in terms of a measure of 
relevance. In order to quantify the reproducibility of ranking-based feature subset selection algorithms, we propose a model that takes 
into account all the different sized subsets of top-ranked features. The model is fitted to data through the minimization of an error 
function related to the expected values of Kuncheva’s consistency index for those subsets. Once it is fitted, the model provides practical 
information about the feature subset selection algorithm analyzed, such as a measure of its expected reproducibility or its estimated 
area under the receiver operating characteristic curve regarding the identification of relevant features. We test our model empirically 
using both synthetic and a wide range of real data. The results show that our proposal can be used to analyze feature subset selection 
algorithms based on rankings in terms of their reproducibility and their performance.

PoP-GS EK Samota, RP Davey
Knowledge and attitudes among life scientists toward 
reproducibility within journal articles: a research survey 2021 10.3389/frma.2021.678554

… The distribution of the training variable with those who received computer science training … to the reproducibility crisis is to 
identify quantifiable metrics of research reproducibility and its …

PoP-GS A Belz Quantifying reproducibility in NLP and ML 2021

Reproducibility has become an intensely de- bated topic in NLP and ML over recent years, but no commonly accepted way of assessing 
reproducibility, let alone quantifying it, has so far emerged. The assumption has been that wider scientific reproducibility terminology 
and definitions are not applicable to NLP/ML, with the result that many different terms and definitions have been proposed, some 
diamet- rically opposed. In this paper, we test this assumption, by taking the standard terminol- ogy and definitions from metrology 
and apply- ing them directly to NLP/ML. We find that we are able to straightforwardly derive a practical framework for assessing 
reproducibility which has the desirable property of yielding a quanti- fied degree of reproducibility that is compara- ble across different 
reproduction studies.

PoP-GS
E Desjardins, J Kurtz, N Kranke, A 
Lindeza…

Beyond standardization: improving external validity and 
reproducibility in experimental evolution 2021

Discussions of reproducibility are casting doubts on the credibility of experimental outcomes in the life sciences. Although 
experimental evolution is not typically included in these discussions, this field is also subject to low reproducibility, partly because of 
the inherent contingencies affecting the evolutionary process. A received view in experimental studies more generally is that 
standardization (i.e., rigorous homogenization of experimental conditions) is a solution to some issues of significance and internal 
validity. However, this solution hides several difficulties, including a reduction of external validity and reproducibility. After explaining 
the meaning of these two notions in the context of experimental evolution, we import from the fields of animal research and ecology 
and suggests that systematic heterogenization of experimental factors could prove a promising alternative. We also incorporate into 
our analysis some philosophical reflections on the nature and diversity of research objectives in experimental evolution.

PoP-GS
M Veronese, G Rizzo, M 
Belzunce…

Reproducibility of findings in modern PET neuroimaging: insight 
from the NRM2018 grand challenge 2021 10.1177/0271678X211015101

… Abstract The reproducibility of findings is a compelling methodological problem that the … procedures can experience a similar lack 
of reproducibility. In this paper we investigate this issue …

PoP-GS SJ Bell, OP Kampman
Perspectives on Machine Learning from Psychology's 
Reproducibility Crisis 2021

In the early 2010s, a crisis of reproducibility rocked the field of psychology. Fol- lowing a period of reflection, the field has responded 
with radical reform of its scientific practices. More recently, similar questions about the reproducibility of machine learning research 
have also come to the fore. In this short paper, we present select ideas from psychology’s reformation, translating them into rele- 
vance for a machine learning audience.

PoP-GS W Mauerer, S Scherzinger
Nullius in Verba: Reproducibility for Database Systems Research, 
Revisited 2021

Over the last decade, reproducibility of experimental results has been a prime focus in database systems research, and many high-
profile conferences award results that can be independently verified. Since database systems research involves complex software 
stacks that non-trivially interact with hardware, sharing experimental setups is anything but trivial: Building a working reproduction 
package goes far beyond providing a DOI to some repository hosting data, code, and setup instructions.
This tutorial revisits reproducible engineering in the face of state-of-the-art technology, and best practices gained in other computer 
science research communities. In particular, in the hands-on part, we demonstrate how to package entire system software stacks for 
dissemination. To ascertain long-term reprodu- cibility over decades (or ideally, forever), we discuss why relying on open source 
technologies massively employed in industry has essential advantages over approaches crafted specifically for research. 
Supplementary material shows how version control systems that allow for non-linearly rewriting recorded history can document the 
structured genesis behind experimental setups in a way that is substantially easier to understand, without involvement of the original 
authors, compared to detour-ridden, strictly historic evolution.

reproducible science, reproduction, reproduc- tion package, docker, 
git, scientific attribution, scientific method

PoP-GS J McLevey, P Browne, T Crick Reproducibility and principled data processing 2021 10.4324/9781003025245-9
… They also recognize that most social scientists are self-taught programmers and lack deep knowledge of relevant computer science 
and engineering practices. This, they claim, leads …

PoP-GS
L Ma, EA Peterson, IJ Shin, J 
Muesse, K Marino…

NPARS—A Novel Approach to Address Accuracy and Reproducibility 
in Genomic Data Science 2021 10.3389/fdata.2021.725095

… for tackling the collaborative and reproducibility problems associated with pipeline software, … reproducibility. As an example, 
Galaxy is able to provide collaboration and reproducibility of …

PoP-GS R Kelter

… two-sample tests under preliminary assessment of normality in 
balanced and unbalanced designs and its influence on the 
reproducibility of medical research 2021 10.1080/00949655.2021.1925278

Full article: Type I and II error rates of Bayesian two-sample tests under preliminary assessment of normality in balanced and 
unbalanced designs and its influence on the reproducibility …

PoP-GS L Paquete, M López-Ibáñez Replicability and reproducibility in evolutionary optimization 2021 10.1145/3449726.3461405
… He received the MS degree in computer science from the University of Granada, Granada, Spain, in 2004, and the Ph.D. degree from 
Edinburgh Napier University, UK, in 2009. …

PoP-GS J Shenouda, WU Bajwa
A guide to computational reproducibility in signal processing and 
machine learning 2021

… In summary, while an encapsulation tool could in theory be the optimal solution to the computational reproducibility crisis, there 
currently does not exist any widely adopted off-the-shelf …



PoP-GS J Wonsil Reproducibility as a Service 2021

Recent studies demonstrated that the reproducibility of previously published com- putational experiments is inadequate. Many of 
these published computational ex- periments are not reproducible, because they never recorded or preserved their computational 
environment. This environment consists of artifacts such as pack- ages installed in the language, libraries installed on the host system, 
file names, and directory hierarchy. Researchers have created reproducibility tools to help mitigate this problem, but they do nothing 
for the experiments that already exist in online repositories. This situation is not improving, as researchers continue to publish re- sults 
every year without using reproducibility tools, likely due to benign neglect as it is common to believe publishing the code and data is 
sufficient for reproducibil- ity. To clarify the gap between what existing reproducibility tools are capable of and this issue with 
published experiments, we define a framework to distinguish between actions taken by a researcher to facilitate reproducibility in the 
presence of a computational environment and actions taken by a researcher to enable re- production of an experiment when that 
environment has been lost. The difference between these approaches in reproducibility lies in the availability of a computa- tional 
environment. Researchers that provide access to the original computational environment perform proactive reproducibility, while those 
who do not enable only retroactive reproducibility. We present Reproducibility as a Service (RaaS), which is, to our knowledge, the first 
reproducibility tool explicitly designed to facilitate retroactive reproducibility. We demonstrate how RaaS can fix many of the com- 
mon errors found in R scripts on Harvard’s Dataverse and preserve the recreated computational environment.

PoP-GS DR Janero
Tackling the reproducibility problem to empower translation of 
preclinical academic drug discovery: is there an answer? 2021 10.1080/17460441.2021.1893690

… , analyze, interpret, record, and report research is inseparable from reproducibility such that proper experimenter training is 
fundamental to addressing the reproducibility problem. …

PoP-GS
S Stewart, CR Pennington, G 
Silva, N Ballou, J Butler…

Reforms to improve reproducibility and quality must be 
coordinated across the research ecosystem: The view from the 
UKRN Local Network Leads 2021

… “reproducibility crisis”, ushering in much discussion about how to improve research integrity, reproducibility, … In this commentary, 
we - the Local Network Leads of the UK Reproducibility …

PoP-GS R Nivargi
An Assessment of Reproducibility of Social and Behavioral Science 
Papers Using Supervised Learning Models 2021

… Abstract: In the last decade, there has been increased conversation over the "reproducibility crisis… We try to assess prediction of 
reproducibility of SBS papers using supervised machine …

PoP-GS C Casseau, JR Falleri, X Blanc…
Immediate Feedback for Students to Solve Notebook 
Reproducibility Problems in the Classroom 2021

Jupyter notebooks have gained popularity in educa- tional settings. In France, it is one of the tools used by teachers in post-secondary 
classes to teach programming.
When students complete their assignments, they send their notebooks to the teacher for feedback or grading. However, the teacher 
may not be able to reproduce the results contained in the notebooks. Indeed, students rely on the non-linearity of notebooks to write 
and execute code cells in an arbitrary order. Conversely, teachers are not aware of this implicit execution order and expect to reproduce 
the results by running the cells linearly from top to bottom. These two modes of usage conflict, making it difficult for teachers to 
evaluate their students’ work.
This article investigates the use of immediate visual feedback to alleviate the issue of non-reproducibility of students’ notebooks. We 
implemented a Jupyter plug-in called Notebook Reproducibil- ity Monitor (NoRM) that pinpoints the non-reproducible cells of a 
notebook under modifications. To evaluate the benefits of this approach, we perform a controlled study with 37 students on a 
programming assignment, followed by a focus group. Our results show that the plug-in significantly improves the reproducibility of 
notebooks without sacrificing the productivity of students. notebooks, reproducibility, computer science education.

PoP-GS J van Gemert and Structuring Machine Learning Reproducibility 2021 Dublette
… of the reproducibility of research work, as done in other computer science domains such as … Having such a repository is well-suited 
for students and adds structure to reproducibility in …

PoP-GS A Ekström Hagevall, C Wikström

Increasing Reproducibility Through Provenance, Transparency and 
Reusability in a Cloud-Native Application for Collaborative Machine 
Learning 2021

The purpose o fthis thesis paper was to develop new features in
the cloud-native and open-sourcemachine learning platform STACK, aiming to strengthen the platform's support for conducting 
reproducible machine learning experiments through provenance, transparency and reusability. Adhering to the definition of 
reproducibility as the ability of independent researchers to
exactly duplicate scientific results with the same material as in
the original experiment, two concepts were explored as
alternatives for this specific goal: 1) Increased support for
standardized textual documentation of machine learning models and their corresponding datasets; and 2) Increased support for 
provenance to track the lineage of machine learning models by
making code, data and metadata readily available and stored for
future reference. We set out to investigate to what degree these features could increase reproducibility in STACK, both when used
in isolation and when combined.
When these features had been implemented through an exhaustive software engineering process, an evaluation of the implemented 
features was conducted to quantify the degree of reproducibility
that STACK supports. The evaluation showed thatthe implemented
features, especially provenance features, substantially increase
the possibilities to conduct reproducible experiments in STACK,
as opposed to when none of the developed features are used. While the employed evaluation method was not entirely objective, these 
features are clearly a good first initiative in meetingcurrent recommendations and guidelines on how computational science can be 
made reproducible.

PoP-GS J POONGAVANAN
A GLIMPSE INTO THE REPRODUCIBILITY OF SCIENTIFIC PAPERS IN 
MOVEMENT ECOLOGY: HOW ARE WE DOING? 2021

Reproducibility is the earmark of science and thus Movement Ecology as well. However, studies in disciplines such as biology and 
geosciences have shown that published work is rarely reproducible. Ensuring reproducibility is not a mandatory part of the research 
process and thus there are no clear procedures in place to assess the reproducibility of scientific articles. In this study we put forward a 
reproducibility workflow scoring sheet based on six criteria that lead to successful reproducible papers. The reproducibility workflow 
can be used by authors to evaluate the reproducibility of their studies before publication and reviewers to evaluate the reproducibility 
of scientific papers. To assess the state of reproducibility in Movement Ecology, we attempted to reproduce the results from 
Movement Ecology papers that use behavioral pattern identification methods. We selected 75 papers published in several journals 
from 2010- 2020. According to our proposed reproducibility workflow, sixteen studies reflected at least some reproducibility (scores ≥ 
4). In particular, we were only able to obtain the data for 16 out of 75 papers. Out of these, a minority of papers also provided code 
with the data (6 out of the 16 studies). Out of the 6 studies that made both data and code available, only four studies reflected a
high level of reproducibility (scores ≥ 9) owing it to good code annotation and execution. Based on our findings, we proposed guidelines 
for authors, journals and academic institutions to enhance the state of reproducibility in Movement Ecology.

PoP-GS
B Haibe-Kains, GA Adam, A 
Hosny, F Khodakarami… Transparency and reproducibility in artificial intelligence 2020 n/a

Breakthroughs in artificial intelligence (AI) hold enormous potential as it can automate complex tasks and go even beyond human 
performance. In their study, McKinney et al. showed the high potential of AI for breast cancer screening. However, the lack of methods’ 
details and algorithm code undermines its scientific value. Here, we identify obstacles hindering transparent and reproducible AI 
research as faced by McKinney et al., and provide solutions to these obstacles with implications for the broader field.

PoP-GS
AL Beam, AK Manrai, M 
Ghassemi

Challenges to the reproducibility of machine learning models in 
health care 2020

… Reproducibility has been an important and intensely … be in the midst of a “reproducibility crisis.” Against this backdrop, high-… 
challenges and obstacles to reproducibility, which must be …



PoP-GS
T Breuer, N Ferro, N Fuhr, M 
Maistro, T Sakai…

How to measure the reproducibility of system-oriented IR 
experiments 2020 10.1145/3397271.3401036

Replicability and reproducibility of experimental results are pri- mary concerns in all the areas of science and IR is not an exception. 
Besides the problem of moving the field towards more reproducible experimental practices and protocols, we also face a severe 
method- ological issue: we do not have any means to assess when repro- duced is reproduced. Moreover, we lack any reproducibility-
oriented dataset, which would allow us to develop such methods.
To address these issues, we compare several measures to objec- tively quantify to what extent we have replicated or reproduced a 
system-oriented IR experiment. These measures operate at different levels of granularity, from the fine-grained comparison of ranked 
lists, to the more general comparison of the obtained effects and significant differences. Moreover, we also develop a reproducibility- 
oriented dataset, which allows us to validate our measures and which can also be used to develop future measures.

CCS CONCEPTS
• Information systems → Evaluation of retrieval results; Re-
trieval effectiveness; KEYWORDS
replicability; reproducibility; measure

PoP-GS
J Harjes, A Link, T Weibulat, D 
Triebel, G Rambold

… objects in environmental and life sciences should comprise 
workflow operation design data and method information for 
repeatability of study setups and reproducibility … 2020 10.1093/database/baaa059/5894776

… A ‘replication crisis’ and ‘reproducibility crisis’ in natural sciences have been under intensified discussion since recently (1, 2, 3) and 
address the paradigm that scientists should be …

PoP-GS WM Hensel
Double trouble? The communication dimension of the 
reproducibility crisis in experimental psychology and neuroscience 2020 10.1007/s13194-020-00317-6

… Most discussions of the reproducibility crisis focus on its … dimension to the reproducibility crisis in experimental psychology and … 
The link between communication and reproducibility is …

PoP-GS
M Feinberg, W Sutherland, SB 
Nelson…

The new reality of reproducibility: The role of data work in 
scientific research 2020 10.1145/3392840

Although reproducibility–the idea that a valid scientific experiment can be repeated with similar results– is integral to our 
understanding of good scientific practice, it has remained a difficult concept to define precisely. Across scientific disciplines, the 
increasing prevalence of large datasets, and the computational techniques necessary to manage and analyze those datasets, has 
prompted new ways of thinking about reproducibility. We present findings from a qualitative study of a NSF–funded two-week 
workshop developed to introduce an interdisciplinary group of domain scientists to data-management techniques for data-intensive 
computing, with a focus on reproducible science. Our findings suggest that the introduction of data-related activities promotes a new 
understanding of reproducibility as a mechanism for local knowledge transfer and collaboration, particularly as regards efficient 
software reuse.

CCS Concepts: • Human-centered computing → Computer supported 
cooperative work; Ethnographic studies; Empirical studies in 
collaborative and social computing.
Additional Key Words and Phrases: data work; reproducibility; 
replicability; scientific software devel- opment

PoP-GS C Willis, V Stodden
Trust but verify: How to leverage policies, workflows, and 
infrastructure to ensure computational reproducibility in publication 2020

This article distills findings from a qualitative study of seven reproducibility initiatives to enumerate nine key decision points for 
journals seeking to address concerns about the quality and rigor of computational research by expanding the peer review and 
publication process. We evaluate our guidance in light of the recent National Academies of Science, Engineering, and Medicine 
(NASEM, 2019) report on Reproducibility and Replicability in Science recommendation for journal reproducibility audits. We present 10 
findings that clarify how reproducibility initiatives contend with a variety of social and technical factors, including significant gaps in 
editorial infrastructure and a lack of uniformity in how research artifacts are packaged for dissemination. We propose and define a 
novel concept of assessable reproducible research artifacts and point the way to an improved understanding of how changes to author 
incentives and dissemination requirements impact the quality, rigor, and trustworthiness of published computational research.

reproducibility, reproducibility audits, reproducibility initiative, 
reproducibility policy, open data and code, peer review

PoP-GS AL Plant, RJ Hanisch Reproducibility in science: A metrology perspective 2020

Scientific progress requires the ability of scientists to build on the results produced by those who preceded them. Because of this, there 
is concern that irreproducible scientific results are being reported. We suggest that while reproducibility can be an important hallmark 
of good science, it is not often the most important indicator. The discipline of metrology, or measurement science, describes a 
measurement result as a value and the uncertainty around that value. We propose a systematic process for considering the sources of 
uncertainty in a scientific study that can be applied to virtually all disciplines of scientific research. We suggest that a research study 
can be characterized by how sources of uncertainty in the study are reported and mitigated. Such activities can add to the value of 
scientific results and the ability to share data effectively.

measurement science, reproducibility, sources of uncertainty, 
comparability, data, metadata

PoP-GS M Nørgaard, M Ganz, C Svarer…
Different preprocessing strategies lead to different conclusions: A 
[11C]DASB-PET reproducibility study 2020 10.1177/0271678X19880450

… Science is entering a reproducibility crisis.Historically, this has meant being unable to reproduce scientific results in an independent 
sample, even when using the same experimental …

PoP-GS OE Gundersen The reproducibility crisis is real 2020
The reproducibility crisis is real, and it is not only the field of psychol- ogy that has to deal with it. All the sciences are affected; the 
field of arti- ficial intelligence is not an exception.

PoP-GS
A Belz, S Agarwal, E Reiter, A 
Shimorina

ReproGen: Proposal for a shared task on reproducibility of human 
evaluations in NLG 2020

… All this is against the wider background of what has been called a ‘reproducibility crisis’ (… (the Reproducibility Challenge @NeurIPS 
for ML results encouraged computer science courses …

PoP-GS CA Willis

Trust, but verify: An investigation of methods of verification and 
dissemination of computational research artifacts for transparency 
and reproducibility 2020

Recent years have introduced major shifts in scientific reporting and publishing. The scientific community, publishers, funding 
agencies, and the public expect research to adhere to principles of openness, reproducibility, replicability, and repeatability. However, 
studies have shown that scientists often have neither the right tools nor suitable support at their disposal to meet these modern 
science challenges. In fact, even the concrete expectations connected to these terms may be unclear and subject to field-specific, 
organizational, and personal interpretations. Based on a narrative literature review of work that defines characteristics of open 
science, reproducibility, replicability, and repeatability, as well as a review of recent work on researcher-centered requirements, we 
find that the bottom-up practices and needs of researchers contrast top-down expectations encoded in terms related to reproducibility 
and open science. We identify and define reproducibility as a central term that concerns the ease of access to scientific resources, as 
well as their completeness, to the degree required for efficiently and effectively interacting with scientific work. We hope that this 
characterization helps to create a mutual understanding across science stakeholders, in turn paving the way for suitable and 
stimulating environments, fit to address the challenges of modern science reporting and publishing.

reproducibility; definition; replicability; open science; researcher-
centered; user-centered; bottom-up

PoP-GS C Liem, A Panichella
Run, forest, run? on randomization and reproducibility in predictive 
software engineering 2020

Machine learning (ML) has been widely used in the literature to automate software engineering tasks. However, ML outcomes may be 
sensitive to randomization in data sampling mechanisms and learning procedures. To understand whether and how researchers in SE 
address these threats, we surveyed 45 recent papers related to three predictive tasks: defect prediction (DP), predictive mutation 
testing (PMT), and code smell detection (CSD). We found that less than 50% of the surveyed papers address the threats related to 
randomized data sampling (via multiple repetitions); only 8% of the papers address the random nature of ML; and parameter values 
are rarely reported (only 18% of the papers). To assess the severity of these threats, we con- ducted an empirical study using 26 real-
world datasets commonly considered for the three predictive tasks of interest, considering eight common supervised ML classifiers. 
We show that different data resamplings for 10-fold cross-validation lead to extreme variability in observed performance results. 
Furthermore, ran- domized ML methods also show non-negligible variability for different choices of random seeds. More worryingly, 
performance and variability are inconsistent for different implementations of the conceptually same ML method in different libraries, 
as also shown through multi-dataset pairwise comparison. To cope with these critical threats, we provide practical guidelines on how 
to validate, assess, and report the results of predictive methods.

machine learning, predictive software engineer- ing, statistical 
analysis, reproducibility, randomization



PoP-GS C Knoll, R Heedt

“Automatic control knowledge repository”–a computational 
approach for simpler and more robust reproducibility of results in 
control theory 2020

As many other disciplines, control theory to some degree suffers from a reproducibility crisis. In particular, since computational 
methods like simulation, numeric approximation or computer algebra play an important role, the reproducibility of results relies on 
implementation details, which are typically out of scope for written papers. While some publications do reference the source code of 
the respective software, this is by far not standard in industry and academia. Additionally, having access to the source code does not 
imply reproducibility due to dependency issues w. r. t. hardware and software components. This paper proposes a three-component 
approach to mitigate the problem: a) an open repository with a suitable data structure to publish formal problem specifications and 
problem solutions (each represented as source code) along with necessary metadata, b) a web service that automatically checks the 
solution methods against the problem specifications and auxiliary software for local testing and c) a peer-oriented process scheme to 
organize both the contribution process to that repo and formal quality assur- ance. The proposed concept offers simplified and more 
robust reproducibility, as well as increased visibility of published results and a community-curated set of reference implementations 
for control-related methods.

computational methods in control theory, test driven development, 
semantic annotation, ontologies

PoP-GS
D Stansberry, S Somnath, G 
Shutt…

A systemic approach to facilitating reproducibility via federated, 
end-to-end data management 2020 10.1007/978-3-030-63393-6_6

Advances in computing infrastructure and instrumentation have accelerated scientific discovery in addition to exploding the data 
volumes. Unfortunately, the unavailability of equally advanced data management infrastructure has led to ad hoc practices that 
diminish scientific productivity and exacerbate the reproducibility crisis. We discuss a system-wide solution that supports management 
needs at every stage of the data lifecycle. At the center of this system is DataFed - a general purpose, scientific data management 
system that addresses these challenges by federating data storage across facilities with central metadata and provenance 
management - providing simple and uniform data discovery, access, and collaboration capabilities. At the edge is a Data Gateway that 
captures raw data and context from experiments (even when performed on off-network instruments) into DataFed. DataFed can be 
integrated into analytics platforms to easily, correctly, and reliably work with datasets to improve reproducibility of such workloads. 
We believe that this system can significantly alleviate the burden of data management and improve compliance with the Findable 
Accessible Interoperable, Reusable (FAIR) data principles, thereby improving scientific productivity and rigor.

PoP-GS P Hunter
The “industrial” revolution in biomedical research: Data explosion 
and reproducibility crisis drive changes in lab workflows 2020 10.15252/embr.202050003

… “The much more common scenario is that DL is done by computer science people post-hoc and are at the mercy of whatever data 
the biologists have available. It's a less effective and …

PoP-GS
S Auer, N Haelterman, T 
Weissgerber, JC Erlich…

Reproducibility for everyone: a community-led initiative with global 
reach in reproducible research training 2020

Open and reproducible research practices increase the reusability and impact of scientific research. Factors affecting the 
reproducibility of results can arise from nearly every aspect of the scientific process and most can be overcome by improved education 
in reproducible research practices. We present the Reproducibility for Everyone (R4E) initiative that aims to provide training via series 
of customizable workshop modules that covers the conceptual framework of reproducible research practices, followed by an overview 
of actionable research practices. Our workshops target researchers at all levels and across disciplines. To date, the R4E initiative has 
reached over two-thousand researchers worldwide. R4E is volunteer-led and demonstrates how a shared set of materials form the 
basis for a global initiative to improve reproducibility in science. All workshop materials, including accompanying resources, are 
available under a CC-BY 4.0 license at www.repro4everyone.org. 

rigor, reproducibility, transparency, FAIR data, accessible 
protocols, transparent data processing, workshop, training, open 
science 

PoP-GS M Soleim
Reproducibility of the Top-Performing Methods in the M4 
Competition 2020

Reproducibility has recently received increased attention within artificial intelligence. Al- though it is claimed that artificial intelligence 
is having a reproducibility crisis, this is not yet confirmed about time series forecasting. This study aims to determine to what degree 
today’s research within the field of time series prediction is reproducible. An attempt to reproduce some of the methods from the M4 
competition could fill this gap in the liter- ature. Ten of the top-performing methods in the M4 competition have been attempted 
reproduced. The eight methods that were successfully rerun produced forecasts that were not equal to the original submissions, but 
still gave a score that did not change the order of the top-performing methods in the competition.

PoP-GS CJ Knox

Reproducibility Crisis in Science: A Discussion of the Disregard of 
ARRIVE Guidelines and Other Shortfalls of Pre-Clinical Research 
Reporting 2020

… the reproducibility crisis. The vocabulary disarray that exists within the scientific community … regard to reproducibility is vast and 
each binned term or area of reproducibility had different …

PoP-GS K Hettne, R Proppert, L Nab…
ReprohackNL 2019: How libraries can promote research 
reproducibility through community engagement 2020

University Libraries play a crucial role in moving towards Open Science, contributing to more transparent, reproducible and reusable 
research. The Center for Digital Scholarship (CDS) at Leiden University (LU) library is a scholarly lab that promotes open science literacy 
among Leiden’s scholars by two complementary strategies: existing top-down structures are used to provide training and services, 
while bottom-up initiatives from the research community are actively supported by offering the CDS’s expertise and facilities. An 
example of how bottom-up initiatives can blossom with the help of library structures such as the CDS is ReproHack. ReproHack – a 
reproducibility hackathon – is a grass-root initiative by young scholars with the goal of improving research reproducibility in three ways. 
First, hackathon attendees learn about reproducibility tools and challenges by reproducing published results and providing feedback to 
authors on their attempt. Second, authors can nominate their work and receive feedback on their reproducibility efforts. Third, the 
collaborative atmosphere helps building a community interested in making their own research reproducible.
A first ReproHack in the Netherlands took place on November 30th, 2019, co-organised by the CDS at the LU Library with 44 
participants from the fields of psychology, engineering, biomedicine, and computer science. For 19 papers, 24 feedback forms were 
returned and five papers were reported as successfully reproduced. Besides the researchers’ learning experience, the event led to 
recommendations on how to enhance research reproducibility. The ReproHack format therefore provides an opportunity for libraries to 
improve scientific reproducibility through community engagement.

Open Science, reproducibility, hackathon, grassroot initiative, 
community engagement

PoP-GS N Burny
Towards supporting reproducibility of experimental studies in GUI 
visual design 2020 10.1145/3393672.3398644

Graphical User Interfaces are the most common way of in- teraction with the devices we use in our everyday life. Given the important 
and long-lasting impact that the visual design of GUIs has on User Experience, its experimental study is of high importance. However, 
this activity suffers from a lack of reproducibility of experimental results due to the significant amount of time and resources to 
conduct such experiments and create datasets. To address this problem, this thesis aims at developing an application which purpose is 
to facilitate the construction of datasets in the context of experimental studies of GUIs. The application parameterizes the design of 
experimental studies related to GUIs and automates various steps in order to facilitate their deployment and to foster their 
reproducibility. We explain the research approach, the workflows and features underlying the application. Finally, we discuss the 
current state of the thesis and the future work to be achieved.

CCS CONCEPTS
• Human-centered computing → Graphical user inter- faces; User 
studies; User interface design; • Computer sys- tems organization → 
Cloud computing.
KEYWORDS
Reproducibility; Experimental Studies; Graphical User Inter- faces; 
Measures, Visual Design



PoP-GS M Ferrari Dacrema
An assessment of reproducibility and methodological issues in 
neural recommender systems research 2020

The design of algorithms that generate personalized ranked item lists is a central topic of research in the field of recommender 
systems. In recent years, in particular, the interest of the research community has moved to- wards neural approaches based on deep 
learning, which have become dom- inant in the literature. Since each of those publications claims substantial progress over the state-
of-the-art, it seems logical to expect the research field to be on a steady trajectory of increased effectiveness. However, sev- eral 
studies indicated the existence of certain problems in today’s research practice, e.g., with respect to the choice and optimization of the 
baselines used for comparison or to the design of the experimental protocol itself, raising questions about the published claims. In 
order to assess the level of progress, reproducibility and the existence of issues in the current recom- mender systems research 
practice, this thesis attempts to reproduce recent results in the area of neural recommendation approaches based on collab- orative 
filtering. The analysis in particular focuses on articles published at high level scientific conferences between 2015 and 2018. The 
results is that out of 24 articles, only 12 can be reproduced and only 1 shows to be consistently competitive against simple methods, 
e.g., based on the nearest- neighbor heuristics or linear machine learning. In our analysis, we discuss this surprising result and trace it 
back to several common issues in today’s research practice, which, despite the many papers that are published on the topic, have 
apparently led the recommender system field, for the task con- sidered in our analysis, to a certain level of stagnation.

PoP-GS
X Feng, DS Park, C Walker, AT 
Peterson…

A checklist for maximizing reproducibility of ecological niche 
models 2019

… Science is facing a reproducibility crisis. A recent Nature survey of 1,576 … as computer science 6 and clinical research 7,8 , for 
various reasons, guidelines for ensuring reproducibility are …

PoP-GS M Konkol, C Kray, M Pfeiffer
Computational reproducibility in geoscientific papers: Insights from 
a series of studies with geoscientists and a reproduction study 2019 10.1080/13658816.2018.1508687

… Reproducibility is an essential element of scientific work in general, as it enables … is part of the reason why some have proclaimed 
a ‘reproducibility crisis’ (Baker 2016). A recent study in …

PoP-GS R Isdahl, OE Gundersen
Out-of-the-box reproducibility: A survey of machine learning 
platforms 2019 andere Version

Even machine learning experiments that are fully conducted on computers are not necessarily reproducible. An increasing number of 
open source and commercial, closed source machine learning platforms are being developed that help address this problem. However, 
there is no standard for assessing and comparing which features are required to fully support reproducibility. We propose a 
quantitative method that alleviates this problem. Based on the proposed method we assess and compare the current state of the art 
machine learning platforms for how well they support making empirical results reproducible. Our results show that BEAT and Floydhub 
have the best support for reproducibility with Codalab and Kaggle as close contenders. The most commonly used machine learning 
platforms provided by the big tech companies have poor support for reproducibility.

PoP-GS R Han, KS Walton, DS Sholl
Does chemical engineering research have a reproducibility 
problem? 2019 10.1146/annurev-chembioeng-060718-030323

… fields in recent years about the reproducibility of published results. Systematic efforts to … to provide concrete information on the 
reproducibility of modern materials-oriented research. The …

PoP-GS DM Liu, MJ Salganik
Successes and struggles with computational reproducibility: 
lessons from the fragile families challenge 2019 10.1177/2378023119849803

… First, we were not motivated by the “reproducibility crisis” or issues related to “questionable … Liu graduated from Princeton 
University in 2018 with a concentration in computer science …

PoP-GS DW Hubbard, AL Carriquiry
Quality control for scientific research: addressing reproducibility, 
responsiveness, and relevance 2019 10.1080/00031305.2018.1543138

Efforts to address a reproducibility crisis have generated several valid proposals for improving the quality of scientific research. We 
argue there is also need to address the separate but related issues of relevance and responsiveness. To address relevance, researchers 
must produce what decision makers actually need to inform investments and public policy—that is, the probability that a claim is true 
or the probability distribution of an effect size given the data. The term responsiveness refers to the irregularity and delay in which 
issues about the quality of research are brought to light. Instead of relying on the good fortune that some motivated researchers will 
periodically conduct efforts to reveal potential shortcomings of published research, we could establish a continuous quality-control 
process for scientific research itself. Quality metrics could be designed through the application of this statistical process control for the 
research enterprise. We argue that one quality control metric—the probability that a research hypothesis is true—is required to 
address at least relevance and may also be part of the solution for improving responsiveness and reproducibility. This article proposes 
a “straw man” solution which could be the basis of implementing these improvements. As part of this solution, we propose one way to 
“bootstrap” priors. The processes required for improving reproducibility and relevance can also be part of a comprehensive statistical 
quality control for science itself by making continuously monitored metrics about the scientific performance of a field of research. p-Values; Process control; Relevance; Replication; Reproducibility

PoP-GS E Baker, S Vincent
A deafening silence: a lack of data and reproducibility in published 
bioacoustics research? 2019

… This lack of deposition is potentially problematic for the reproducibility of research and also hinders the re-use of recordings by other 
researchers. Given widespread lack of deposition …

PoP-GS
D Figueiredo, R Lins, A Domingos, 
N Janz…

Seven reasons why: a user's guide to transparency and 
reproducibility 2019

… a reproducibility crisis. In this paper, we present seven reasons why journals and authors should implement — transparent 
guidelines. We argue that sharing replication materials, which …

PoP-GS MM McGill

Discovering empirically-based best practices in computing 
education through replication, reproducibility, and meta-analysis 
studies 2019 10.1145/3364510.3364528

Though some empirically-driven best practices in computing ed- ucation exist, there are legitimate and serious concerns about the 
dearth of studies that have been replicated and/or reproduced in the sciences, including education science and computing education. 
Without the empirical evidence that comes from replicated, repro- duced or meta-analytic studies to provide further verification that a 
particular practice is effective, the computing education research community may be unintentionally propagating poor practices driven 
by false findings derived from individual studies. Propaga- tion of these practices can lead to distrust by practitioners, eroding the 
relationship between often well-intentioned researchers who want to help inform and shape the practice and those in the class- rooms 
teaching, policymakers, and administrators. Therefore, it is incumbent on us as a community to seriously consider the state of our 
research practice, the challenges the community faces due to the lack of empirical evidence coming from our published studies, and 
how the community can have a broader discussion to evolve the field into a stronger practice. This short paper contains some 
foundational terminology and provides evidence of the lack of repli- cation, reproducibility, and meta-analytic studies in general and in 
computing education. A summary of potential solutions is also proposed that can be explored in an effort to help frame a larger 
discussion of this issue with the goal of considering next steps needed to mature our field.

CCS CONCEPTS
• Social and professional topics → Computing education; Computing 
education programs; Computer science educa- tion.
KEYWORDS
Replication, reproducibility, meta-analysis, data synthesis, open 
science, datasets, primary education, secondary education, trans- 
parency, K-12, post-secondary, research

PoP-GS EK Samota, RP Davey
Knowledge and attitudes among life scientists towards 
reproducibility within journal articles 2019

… and experience in bioinformatics and computer science. Encouraging and incentivising … the reproducibility crisis is to identify better 
(quantifiable) metrics of research reproducibility …



PoP-GS WS Sanders, S Srivastava…

A container-based framework to facilitate reproducibility in 
employing stochastic process algebra for modeling parallel 
computing systems 2019

Scientific applications are increasingly complex and domain specific, and the underlying architectures of the parallel and distributed 
systems on which they are executed also continue to grow in complexity. As these high performance parallel and distributed 
computing applications and environments continue to grow both in complexity and computing power, there is an increasing financial 
cost associated with both the acquisition and maintenance of those systems. Therefore, the ability to model the performance of these 
applications and systems before and during their development and deployment to guide cost-effective decisions about their resources 
and configurations is highly important to the designers of those applications and systems. Performance Evaluation Process Algebra 
(PEPA) is a modeling language and framework for modeling parallel and distributed computing and communication applications and 
systems, and numerous examples are present in the literature where PEPA has been utilized to model these systems for evaluating or 
predicting their performance using various metrics, including throughput, utilization, and robustness. Since its development, the PEPA 
modeling framework has been expanded to model biological systems and networks (Bio-PEPA), and massive (on the order of ∼ 10129 
components) homogeneous systems with Grouped PEPA (GPEPA). PEPA and its derivatives are implemented in a variety of ways, 
ranging from plug-ins integrated with the Eclipse integrated development environment to standalone command- line based 
interpreters, each with their own unique and often challenging installation and configuration requirements. To help enable other 
researchers to more easily utilize these frameworks and facilitate increased and robust reproducibility across end- user platforms, we 
present and make available containerized versions of a number of these PEPA frameworks. We have validated the functionality of 
these containers by testing them with models available from the research community that utilizes PEPA. These containers serve as a 
readily available resource for the community and can be executed on any environment capable of executing the underlying 
containerization framework.

Application virtualization; Reproducibility of results; Performance 
modeling; Performance evaluation; Robust- ness analysis; Parallel 
computing; Process algebra; Scalability

PoP-GS M Hildebrandt EU Data Protection Law: An Ally for Scientific Reproducibility? 2019 10.1145/3343031.3355511

This keynote will introduce some of the key concepts of European data protection law, and clarify how and why this is not equivalent 
with privacy law. Next, I will explain why and how EU data protection law could enhance the methodological integrity of machine 
learning applications, also in the domain of multimedia.
The question is, first, how the General Data Protection Regulation (GDPR) applies to inferences captured from multimedia data. This 
raises a number of questions. Does it matter whether such data has been made public by the person it relates to? Does processing 
personal data always require consent? What counts as valid consent? What if the inferences are mere statistics? What does the 
prohibition of processing ‘sensitive data’ (ethnicity, health) mean for multimedia analytics? This keynote will provide a crash course in 
the underlying ‘logic’ of the GDPR [3], with a focus on what is relevant for inferences based on multimedia content and metadata. I 
will uncover the purpose limitation principle as the guiding rationale of EU data protection law, protecting individuals against incorrect, 
unfair or unwarranted targeting.
In the second part of the keynote I will explain how the purpose limitation principle relates to machine learning research design, 
requiring keen attention to specific aspects of methodological integrity [2]. These may concern p-hacking, data dredging, or cherry 
picking performance metrics, and connect with the reproducibility crisis in machine learning that is on the verge of destroying the 
reliability of ML applications [1].

CCS Concepts/ACM Classifiers
• Applied computing ~ Law, social and behavioral sciences
Author Keywords
General Data Protection Regulation; machine learnin

PoP-GS P Bhattacharjee
Standardizing computational research reproducibility-Reproduce 
Object Framework (ROF) 2019

The repercussions of the computational "reproducibility crisis" have increased in severity with passing time. As research is becoming 
tightly coupled with large sets of data and software computation, the conventional way of repeating experiments and reproducing 
results by only reading the research text is not enough. Even when researchers share their computational models it does not tell the 
whole story, as many of the nuances of the research is still missed. To address these challenges, this thesis work proposes a standard 
for defining a computational model with its configuration and behavior called The Reproduce Object Framework (ROF). It takes a 
digital automation approach in proposing a solution for the reproducibility challenge. This work draws parallels from the information 
technology industry in understanding how some of the reproducibility issues can be overcome by creating a standard framework. 
Standardization will help automate most ofthe reproducing effort, be cost effective and not depend on any one platform.
The Reproduce Object Framework is a JavaScript Object Notation (JSON)-based lightweight
standard to define the computational model and its configuration, inputs, results, and environment, in order to reproduce the model. It 
is machine readable and also human readable so that it can be verified very easily by anyone. Rapid scientific advancement depends on 
sharing knowledge far and wide and giving anyone who's interested equal opportunity to access the knowledge. Therefore, an open 
source standard can bring all stakeholders to the same page, and can immensely help with combating the reproducibility crisis.

PoP-GS
DB Stockton, AA Prinz, F 
Santamaria

Provenance and Reproducibility in the Automation of a Standard 
Computational Neuroscience Pipeline 2019 10.1145/3322790.3330592

… a reproducibility crisis [4]. Researchers in computational neuroscience are taking notice and articulating the need for addressing 
various facets of reproducibility as … , computer science is …

PoP-GS B Thorpe
The Reprorubric: Evaluation Criteria for the Reproducibility of 
Computational Analyses 2019

… about different types of reproducibility, a more granular … which confirmation of computational reproducibility is automatically … – 
any given research project’s computational reproducibility. …

PoP-GS CT Jacobs
Improving the Reproducibility of LaTeX Documents by Enriching 
Figures with Embedded Scripts and Data 2019

The introduction of open access data policies by research councils, the enforcement of best practices, and the deployment of persistent 
online repositories have enabled datasets that support results in scientific papers to become more widely accessible. Unfortunately, 
despite this advancement in the curation/publishing workflow, the data-driven figures within a paper often remain difficult to 
reproduce. Plotting or analysis scripts rarely accompany the manuscript or any associated software release; and even if they do, it may 
be unclear exactly which version was used. Furthermore, the precise commands and parameters used to execute the scripts are often 
not included in a README file or in the paper itself. This paper introduces a new open source digital curation tool, Pynea, for improving 
the reproducibility of LaTeX documents. Each figure within a document is enriched by automatically embedding the plotting script and 
data files required to generate it, such that it can be regenerated by readers of the paper in the future. The command used to execute 
the plotting script is also added to the figure’s metadata, along with details of the specific version of the script used (if the script is 
tracked with the Git version control system). If the document is to be recompiled with a figure that has since changed, or had its 
plotting script or data files modified, the figure is regenerated such that the author can be confident that the latest version of the 
figure and its dependencies are included.

PoP-GS M Linde
PhD Proposal-Back to Bayesics: Solving the Reproducibility Crisis in 
Biomedicine 2019

De begeleider en/of auteur heeft geen toestemming gegeven tot het openbaar maken van de scriptie. The supervisor and/or the 
author did not authorize public publication of the thesis. …

PoP-GS DRI Godwin
Experimental reproducibility in high-throughput multi-omic 
analysis systems 2019

… The reproducibility of scientific studies is an important issue … has been described as a reproducibility crisis. It has been shown that 
… Virtualisation—in computer science—is the concept of …

PoP-GS CL McDaniel
Reproducibility in AI for Biomedical Research: an Application to 
Parkinson's Disease 2019

… In 2016, an international group of computer science and domain experts gathered to discuss reproducibility in data-oriented “e-
science”, ie, they discussed open science. They teamed …

PoP-GS M Hutson Artificial intelligence faces reproducibility crisis 2018 10.1126/science.359.6377.725 Unpublished code and sensitivity to training conditions make many claims hard to verify

PoP-GS
N Kafkafi, J Agassi, EJ Chesler, JC 
Crabbe…

Reproducibility and replicability of rodent phenotyping in preclinical 
studies 2018

… Reproducibility and replicability are crucial in all fields of … in the study of reproducibility and replicability gathered at Tel … the 
complexity of replicability and reproducibility issues, even …



PoP-GS S Leonelli Rethinking reproducibility as a criterion for research quality 2018 10.1108/S0743-41542018000036B009

A heated debate surrounds the significance of reproducibility as an indicator for research quality and reliability, with many 
commentators linking a “crisis of reproducibility” to the rise of fraudulent, careless, and unreliable practices of knowledge production. 
Through the analysis of discourse and practices across research fields, I point out that reproducibility is not only interpreted in different 
ways, but also serves a variety of epistemic functions depending on the research at hand. Given such variation, I argue that the 
uncritical pursuit of reproducibility as an overarching epistemic value is misleading and potentially damaging to scientific 
advancement. Requirements for reproducibility, however they are interpreted, are one of many available means to secure reliable 
research outcomes. Furthermore, there are cases where the focus on enhancing reproducibility turns out not to foster high-quality 
research. Scientific communities and Open Science advocates should learn from inferential reasoning from irreproducible data, and 
promote incentives for all researchers to explicitly and publicly discuss (1) their methodological commitments, (2) the ways in which 
they learn from mistakes and problems in everyday practice, and (3) the strategies they use to choose which research components of 
any project need to be preserved in the long term, and how.

Research methods, data practices, experimentation, pluralism, open 
science, epistemic values

PoP-GS P Ivie, D Thain Reproducibility in scientific computing 2018 10.1145/3186266

Reproducibility is widely considered to be an essential requirement of the scientific process. However, a number of serious concerns 
have been raised recently, questioning whether today’s computational work is adequately reproducible. In principle, it should be 
possible to specify a computation to sufficient detail that anyone should be able to reproduce it exactly. But in practice, there are 
fundamental, technical, and social barriers to doing so. The many objectives and meanings of reproducibility are discussed within the 
context of scientific computing. Technical barriers to reproducibility are described, extant approaches surveyed, and open areas of 
research are identified.

CCS Concepts: • Information systems → Data provenance; 
Uncertainty; • Social and professional topics → Software 
management; History of software; Project and people management; 
Computa- tional science and engineering education; • Software and 
its engineering → Consistency; Software verification; Software 
usability; Domain specific languages; Software configuration 
management and version control systems; Software libraries and 
repositories; Software maintenance tools; Reusabil- ity; Software 
verification and validation; Software evolution; Software version 
control; Maintain- ing software; Virtual machines; File systems 
management; Petri nets; Ultra-large-scale systems; Interoperabil- ity; 
Data flow languages; Very high level languages; Abstract data types; 
Compilers; Graphical user interface languages; Unified Modeling 
Language (UML); Application specific development environments; 
Software design tradeoffs; System administration; Collaboration in 
software development; • General and reference → Valida- tion; 
Verification; Surveys and overviews; Experimentation; • Theory of 
computation → Pseudorandomness and derandomization; • Applied 
computing → Physical sciences and engineering; Physics; • Computer 
sys- tems organization → Cloud computing; • Hardware → Error 
detection and error correction;
Additional Key Words and Phrases: Reproducibility, scientific 
computing, computational science, workflow, workflows, scientific 
workflows, scientific workflow, replicability, reproducible

PoP-GS M Crane
Questionable answers in question answering research: 
Reproducibility and variability of published results 2018 10.1162/tacl_a_00018/43441

“Based on theoretical reasoning it has been suggested that the reliability of findings pub- lished in the scientific literature decreases 
with the popularity of a research field” (Pfeiffer and Hoffmann, 2009). As we know, deep learning is very popular and the ability to 
reproduce re- sults is an important part of science. There is growing concern within the deep learning community about the 
reproducibility of results that are presented. In this paper we present a number of controllable, yet unreported, ef- fects that can 
substantially change the effec- tiveness of a sample model, and thusly the re- producibility of those results. Through these 
environmental effects we show that the com- monly held belief that distribution of source code is all that is needed for reproducibility 
is not enough. Source code without a repro- ducible environment does not mean anything at all. In addition the range of results 
produced from these effects can be larger than the ma- jority of incremental improvement reported.

PoP-GS AD Redish, E Kummerfeld… Reproducibility failures are essential to scientific inquiry 2018 10.1073/pnas.1806370115

Current fears of a “reproducibility crisis” have led researchers, sources of scientific funding, and the public to question both the efficacy 
and trustworthiness of science (1, 2). Suggested policy changes have been focused on statistical problems, such as p-hacking, and 
issues of experimental design and execution (3, 4). However, “reproducibility” is a broad concept that includes a number of issues (5) 
(see also www.pnas.org/improving_reproducibility). Furthermore, reproducibility failures occur even in fields such as mathematics or 
computer science that do not have statistical problems or issues with experimental design. Most importantly, these proposed policy 
changes ignore a core feature of the process of scientific inquiry that occurs after reproducibility failures: the integration of conflicting 
observations and ideas into a coherent theory.

PoP-GS KB Cohen, J Xia, P Zweigenbaum… Three dimensions of reproducibility in natural language processing 2018

Despite considerable recent attention to problems with reproducibility of scientific research, there is a striking lack of agreement about 
the definition of the term. That is a problem, because the lack of a consensus definition makes it difficult to compare studies of 
reproducibility, and thus to have even a broad overview of the state of the issue in natural language processing. This paper proposes an 
ontology of reproducibility in that field. Its goal is to enhance both future research and communication about the topic, and 
retrospective meta-analyses. We show that three dimensions of reproducibility, corresponding to three kinds of claims in natural 
language processing papers, can account for a variety of types of research reports. These dimensions are reproducibility of a 
conclusion, of a finding, and of a value. Three biomedical natural language processing papers by the authors of this paper are analyzed 
with respect to these dimensions. methodology, reproducibility, repeatability, replicability, replicatability

PoP-GS Y AlNoamany, JA Borghi
Towards computational reproducibility: researcher perspectives on 
the use and sharing of software 2018

Research software, which includes both source code and executables used as part of the research process, presents a significant 
challenge for efforts aimed at ensuring reproducibility. In order to inform such efforts, we conducted a survey to better understand the 
characteristics of research software as well as how it is created, used, and shared by researchers. Based on the responses of 215 
participants, representing a range of research disciplines, we found that researchers create, use, and share software in a wide variety 
of forms for a wide variety of purposes, including data collection, data analysis, data visualization, data cleaning and organization, and 
automation. More participants indicated that they use open source software than commercial software. While a relatively small 
number of programming languages (e.g., Python, R, JavaScript, C++, MATLAB) are used by a large number, there is a long tail of 
languages used by relatively few. Between-group comparisons revealed that significantly more participants from computer science 
write source code and create executables than participants from other disciplines. Differences between researchers from computer 
science and other disciplines related to the knowledge of best practices of software creation and sharing were not statistically 
significant. While many participants indicated that they draw a distinction between the sharing and preservation of software, related 
practices and perceptions were often not aligned with those of the broader scholarly communications community.



PoP-GS
A Lebis, M Lefevre, V Luengo, N 
Guin

Capitalisation of analysis processes: Enabling reproducibility, 
openness and adaptability thanks to narration 2018 10.1145/3170358.3170408

Analysis processes of learning traces, used to gain important peda- gogical insights, are yet to be easily shared and reused. They face 
what is commonly called a reproducibility crisis. From our obser- vations, we identify two important factors that may be the cause of 
this crisis: technical constraints due to runnable necessities, and context dependencies. Moreover, the meaning of the reproducibility 
itself is ambiguous and a source of misunderstanding. In this paper, we present an ontological framework dedicated to taking full 
advan- tage of already implemented educational analyses. This framework shifts the actual paradigm of analysis processes by 
representing them from a narrative point of view, instead of a technical one. This enables a formal description of analysis processes 
with high-level concepts. We show how this description is performed, and how it can help analysts. The goal is to empower both 
expert and non- expert analysis stakeholders with the possibility to be involved in the elaboration of analysis processes and their reuse 
in different contexts, by improving both human and machine understanding of these analyses. This possibility is known as the 
capitalisation of analysis processes of learning traces.

CCS CONCEPTS
• Information systems → Data analytics; • Computing method- 
ologies → Knowledge representation and reasoning; • Ap- plied 
computing → E-learning;
KEYWORDS
Learning analytics, analysis processes of learning traces, ontology, 
context, reproducibility, reuse, adaptability, openness, capitaliza- tion.

PoP-GS L Oakden-Rayner, AL Beam…
Medical journals should embrace preprints to address the 
reproducibility crisis 2018

… a ‘reproducibility crisis’, 4 although this might be better characterized as a chronic problem of reproducibility … This model has been 
widely applied in computer science, notably in areas …

PoP-GS
SJE Taylor, T Eldabi, T Monks, M 
Rabe…

Crisis, what crisis–does reproducibility in modeling &simulation 
really matter? 2018

How important it is to our discipline that we can reproduce the results of Modeling & Simulation (M&S) research? How important is it 
to be able to (re)use the models, data, and methods described in simulation publications to reproduce published results? Is it really 
that important or are the lessons and experiences described in a paper enough for us to build on the work of others? At the 2016 
Winter Simulation Conference, a panel considered opinions on reproducibility in discrete-event simulation. This article builds on these 
and asks if there really is a reproducibility crisis in M&S? A diverse range of views on the subject are presented including reflections on 
the reproducibility in terms of the art and science of simulation, the frustrations of poor reproducibility, perspectives from the 
industrial production & logistics community, the wider context of open science and artefact sharing, and the role of provenance beyond 
reproducibility.

PoP-GS GP Sarma, NJ Hay, A Safron
AI safety and reproducibility: establishing robust foundations for 
the neuropsychology of human values 2018 10.1007/978-3-319-99229-7_45

We propose the creation of a systematic effort to identify and replicate key findings in neuropsychology and allied fields related to 
understanding human values. Our aim is to ensure that research underpinning the value alignment problem of artificial intelligence 
has been sufficiently validated to play a role in the design of AI systems.

PoP-GS
F Gomes, H Thakkar, A Lähde, B 
Verhaagen…

Is reproducibility inside the bag? Special issue fundamentals and 
applications of sonochemistry ESS-15 2018

… steps that can help improving reproducibility and scale-up efforts. … In this study we expand our knowledge and understanding of 
reproducibility of … Is there a reproducibility crisis? …

PoP-GS AL Plant, RJ Hanisch
Reproducibility and Replicability in Science, A Metrology 
Perspective 2018

… what reproducibility means from a measurement science point of view, and what the appropriate role of reproducibility … Outside of 
computer science, the unreliability of software is often …

PoP-GS ML Rethlefsen, MJ Lackey, S Zhao
Building capacity to encourage research reproducibility and# 
MakeResearchTrue 2018

… has led to wide concern about a reproducibility crisis. Reproducibility is coming to the attention of … launched new grant application 
instructions regarding rigor and reproducibility in 2015. …

PoP-GS MJ Cruz, S Kurapati…
The Role of data stewardship in Software Sustainability and 
Reproducibility 2018

Software and computational tools are instrumental for scientific investigation in today’s digitized research environment. Despite this 
crucial role, the path towards implementing best practices to achieve reproducibility and sustainability of research software is 
challenging. Delft University of Technology has begun recently a novel initiative of data stewardship — disciplinary support for research 
data management, one of the main aims of which is achieving reproducibility of scientific results in general. In this paper, we aim to 
explore the potential of data stewardship for supporting software reproducibility and sustainability as well. Recently, we gathered the 
key stakeholders of the topic (i.e. researchers, research software engineers, and data stewards) in a workshop setting to understand 
the challenges and barriers, the support required to achieve software sustainability and reproducibility, and how all the three parties 
can efficiently work together. Based on the insights from the workshop, as well as our professional experience as data stewards, we 
draw conclusions on possible ways forward to achieve the important goal of software reproducibility and sustainability coordinated 
efforts of the key stakeholders.

Software Sustainability, Software Reproducibility, Data Stewardship, 
Research Software Engineering

PoP-GS
S Samuel, K Groeneveld, F 
Taubert, D Walther…

The Story of an experiment: a provenance-based semantic 
approach towards research reproducibility 2018

End-to-end reproducibility of scientific experiments is a key to the foundation of science. Reproducibility of an experiment does not 
necessarily guarantee the accuracy of its results, but it guarantees that the steps of an experiment can be repeated to a certain level of 
sig- nificance to generate similar results. Data provenance plays a key role in telling the story of an experiment which helps one step 
towards re- producibility. To convey the message of a story, it is essential to pro- vide sufficient data and its flow along with its 
semantics. In this paper, we present a provenance-based semantic approach to explain the story of a scientific experiment with the 
primary goal of reproducibility. The REPRODUCE-ME ontology extended from PROV-O and P-Plan is used to represent the whole story 
of an experiment describing the path it took from its design to result. We visualize and evaluate the provenance life- cycle of a 
scientific experiment taking into account the use case of life science experiments. Provenance, Reproducibility, Experiment, Story, Ontology

PoP-GS
R Franceschini, PA Bisgambiglia, 
DRC Hill

Reproducibility study of a PDEVS model application to fire 
spreading 2018 10.5555/3275382.3275411

… are currently facing a reproducibility crisis, including in computer science. Then a particular … -reproducibility in computed results. 
Lastly, we will explore repeatability and reproducibility of …

PoP-GS M Williams, K Mullane, MJ Curtis
Addressing reproducibility: Peer review, impact factors, checklists, 
guidelines, and reproducibility initiatives 2018 … and reporting of data

PoP-GS R Haring, RJ Bell
Lack of research reproducibility, the rise of open science and the 
need for continuing education in research methods 2018 10.1080/13697137.2018.1476968

… % of respondents agreed that there is a ‘reproducibility crisis’ 4 . However, in parallel with … reproducibility 5 , there is also a lack of 
consensus about what people mean by reproducibility …

PoP-GS JP de Ruiter The meaning of a claim is its reproducibility 2018
… The reproducibility crisis presents a sober occasion to revisit them, given our accumulating … establish in a controlled experiment at 
Tufts University that undergrads in Computer Science …

PoP-GS MJ Cobo, T Dehdarirad…
Quantifying the reproducibility of scientometric analyses: a case 
study 2018

Thus, the main aim of this study is to quantify the reproducibility of a sample of scientometric studies by examining the availability of 
different artifacts. To do this, an empirical evaluation of a set of 285 articles published in the journal Scientometrics in 2017 was 
carried out. This provides us with a good perspective on the degree of reproducibility in the field of scientometrics.

PoP-GS
B Baumgaertner, B Devezer, EO 
Buzbas…

Openness and reproducibility: Insights from a model-centric 
approach 2018

This paper investigates the conceptual relationship between open- ness and reproducibility using a model-centric approach, heavily 
informed by probability theory and statistics. We first clarify the concepts of reliability, au- ditability, replicability, and 
reproducibility–each of which denotes a potential scientific objective. Then we advance a conceptual analysis to delineate the 
relationship between open scientific practices and these objectives. Using the notion of an idealized experiment, we identify which 
components of an experi- ment need to be reported and which need to be repeated to achieve the relevant objective. The model-
centric framework we propose aims to contribute preci- sion and clarity to the discussions surrounding the so-called reproducibility 
crisis.

reproducibility · open science · replication · model-centric · reliability · 
confirmation

PoP-GS M Konkol, C Kray, M Pfeiffer The state of reproducibility in the computational geosciences 2018
… As a result, the reproducibility crisis (Baker 2016) emerged due to irreproducible papers and flaws detected in published articles (cf. 
Benestad et al. 2016). To solve these technical and …



PoP-GS L Scaria
A Framework To Evaluate Pipeline Reproducibility Across 
Operating Systems 2018

The lack of computational reproducibility threatens data science in several domains. In particular, it has been shown that different 
operating systems can lead to different analysis results. This study identifies and quantifies the effect of the operating system on 
neuroimaging analysis pipelines. We developed a framework to evaluate the repro- ducibility of these neuroimaging pipelines across 
operating systems. The framework themselves leverages software containerization and system-call interception to record results 
provenance without having to instrument the pipelines. A tool (Repro-tools) compares results obtained under different conditions. We 
used our framework to evaluate the effect of the operating system on results produced by pipelines from the Human Connectome 
Project (HCP), a large open-data initiative to study the human brain. In particular, we focused on pre-processing pipelines for 
anatomical and func- tional data, namely PreFreeSurfer, FreeSurfer, PostFreeSurfer, and fMRIVolume. We used data from five 
subjects released by the HCP. Results highlight substantial differ- ences in the output of the HCP pipelines obtained in two versions of 
Linux (CentOS6 and CentOS7). Inter-OS differences corresponding to normalized root mean square errors of up to 0.27 were observed, 
which corresponds to visually important differ- ences. We provide visualizations of the most important differences for various pipeline 
steps. No meaningful inter-run differences were observed, which shows that the inter- OS differences do not originate from the use of 
pseudo-random numbers or silent crashes of the pipelines. We hypothesize that the observed inter-OS differences come from 
numerical instabilities in the pipelines, triggered by rounding and truncation differences that originate in the update of mathematical 
libraries in different systems. An apparent solution to this issue is to freeze the execution environment using, for example, software 
containers. However, this would only mask instabilities while they should ultimately be corrected in the pipelines.

PoP-GS NG Nilsen Research method in AI: Reproducibility of results 2018

PoP-GS JB Cushing, D Lach, C Zanocco…
Scientific Visualization and Reproducibility for" Open" 
Environmental Science 2018

… In this section we first distinguish replication from reproducibility and establish why reproducibility for studies of complex systems is 
an oxymoron since each complex system is unique …

PoP-GS M Marek, P Teymoori, M Welzl… Computer-Aided Reproducibility 2018

Computer networks research has been notoriously bad at reproducibility – a key aspect of making research results credible and 
convincing. This has been attributed to a lack of incentive for researchers to share the data underlying scientific results. We conjecture 
that this can be helped by reducing the amount of work that is required to make results reproducible. This paper introduces CAR – a 
system for “Computer-Aided Reproducibility”. Similar to other forms of “Computer-Aided- *”, our CAR tool facilitates the process of 
sharing the necessary data by partially automating it.

PoP-GS C Chen
Coding Be eR: Assessing and Improving the Reproducibility of R-
Based Research With containR 2018

PoP-GS PM Nagarajan
Nondeterminism as a reproducibility challenge for deep 
reinforcement learning 2018

In recent years, deep neural networks have powered many successes in deep rein- forcement learning (DRL) and artificial intelligence 
by serving as effective function approximators in high-dimensional domains. However, there are several difficulties in reproducing such 
successes. These difficulties have risen due to several factors, including researchers’ limited access to compute power and a general 
lack of knowl- edge of implementation details that are critical for reproducing results successfully. However, nondeterminism is a 
reproducibility challenge that is perhaps less empha- sized despite being particularly relevant in DRL. DRL algorithms tend to have high 
variance, in no small part due to the fact that agents must learn from a nonstation- ary training distribution in the presence of 
additional sources of randomness that are absent from other machine learning paradigms. The high variance of DRL al- gorithms, 
combined with the low sample sizes used in research, makes it difficult to match reported results. As such, the ability to control for 
sources of nondeterminism is especially important for achieving reproducibility in DRL. If we are to maximize progress in DRL, we need 
research to be reproducible and verifiable, ensuring the validity of our claims. Reproducibility is a necessary prerequisite for improving 
upon or comparing algorithms, both of which are done frequently in DRL research.
In this thesis, we take steps towards studying the impact of nondeterminism on two important pillars of DRL research: the 
reproducibility of results and the statistical comparison of algorithms. We do so by (1) enabling deterministic train- ing in DRL by 
identifying and controlling for all sources of nondeterminism present during training, (2) performing a sensitivity analysis that shows 
how these sources of nondeterminism can impact a DRL agent’s performance and policy, and (3) showing how nondeterminism 
negatively impacts algorithm comparison in DRL and describ- ing how deterministic training can mitigate this negative impact. We 
find that individual sources of nondeterminism such as the random network initialization can affect an agent’s performance 
substantially. We also find that the current sample sizes used in DRL may not satisfactorily capture differences in performance 
between two algorithms. Lastly, we make available our deterministic implementation of deep Q-learning.

PoP-GS S Barghi, L Scaria, A Salari…
Predicting computational reproducibility of data analysis pipelines 
in large population studies using collaborative filtering 2018

Evaluating the computational reproducibility of data analysis pipelines has become a critical issue. It is, however, a cumbersome 
process for analyses that involve data from large populations of subjects, due to their computational and storage requirements. We 
present a method to predict the computational reproducibility of data analysis pipelines in large population studies. We formulate the 
problem as a collaborative filtering process, with constraints on the construction of the training set. We propose 6 different strategies 
to build the training set, which we evaluate on 2 datasets, a synthetic one modeling a population with a growing number of subject 
types, and a real one obtained with neuroinformatics pipelines. Re- sults show that one sampling method, “Random File Numbers 
(Uniform)” is able to predict computational reproducibility with a good accuracy. We also analyze the relevance of including file and 
subject biases in the collaborative filtering model. We conclude that the proposed method is able to speed- up reproducibility 
evaluations substantially, with a reduced accuracy loss.

PoP-GS DB Resnik, AE Shamoo Reproducibility and research integrity 2017 10.1080/08989621.2016.1257387
Reproducibility—the ability of independent researchers to obtain the same (or similar) results when repeating an experiment or 
test—is one of the hallmarks of good science (Popper …

PoP-GS C Knoth, D Nüst
Reproducibility and practical adoption of geobia with open-source 
software in docker containers 2017

Geographic Object-Based Image Analysis (GEOBIA) mostly uses proprietary software, but the interest in Free and Open-Source 
Software (FOSS) for GEOBIA is growing. This interest stems not only from cost savings, but also from benefits concerning 
reproducibility and collaboration. Technical challenges hamper practical reproducibility, especially when multiple software packages 
are required to conduct an analysis. In this study, we use containerization to package a GEOBIA workflow in a well-defined FOSS 
environment. We explore the approach using two software stacks to perform an exemplary analysis detecting destruction of buildings 
in bi-temporal images of a conflict area. The analysis combines feature extraction techniques with segmentation and object-based 
analysis to detect changes using automatically-defined local reference values and to distinguish disappeared buildings from non-target 
structures. The resulting workflow is published as FOSS comprising both the model and data in a ready to use Docker image and a user 
interface for interaction with the containerized workflow. The presented solution advances GEOBIA in the following aspects: higher 
transparency of methodology; easier reuse and adaption of workflows; better transferability between operating systems; complete 
description of the software environment; and easy application of workflows by image analysis experts and non-experts. As a result, it 
promotes not only the reproducibility of GEOBIA, but also its practical adoption.

reproducibility; GEOBIA; Docker; conflict monitoring; reproducible 
research; object-based image analysis; QGIS; containerization

PoP-GS
A Cohain, AA Divaraniya, K Zhu, 
JR Scarpa…

Exploring the reproducibility of probabilistic causal molecular 
network models 2017 10.1142/10388

… A major contributor to the scientific reproducibility crisis has been that the results from homogeneous, single-center studies do not 
generalize to heterogeneous, real world populations. …



PoP-GS
V Ayer, C Pietsch, J Vompras, J 
Schirrwagen…

Conquaire: Towards an architecture supporting continuous quality 
control to ensure reproducibility of research 2017

Analytical reproducibility in scientific research has become a keenly discussed topic within scientific research organizations and 
acknowledged as an important and fundamental goal to strive for. Recently published scientific studies have found that 
irreproducibility is widely prevalent within the research community, even after releasing data openly. At Bielefeld University, nine 
research project groups from varied disciplines have embarked on a "reproducibility" journey by collaborating on the Conquaire project 
as case study partners. This paper introduces the Conquaire project. In particular, we describe the goals and objectives of the project as 
well as the underlying system architecture which relies on a DCVS system for storing data, and on continuous integration principles to 
foster data quality. We describe a first prototype implementation of the system and discuss a running example which illustrates the 
functionality and behaviour of the system.

Conquaire, Analytical Reproducibility, Quality Control, Reproducible 
Computational Research, DVCS, Computational Science, Research 
Data Management System, Data Science, Infrastructure Architecture

PoP-GS FH de la Guardia
How transparency and reproducibility can increase credibility in 
policy analysis: A case study of the minimum wage policy estimate 2017

… Lack of transparency and reproducibility (TR) in a policy … in a different setting: the reproducibility crisis in science. I adapt … two 
tools, borrowed from computer science, that facilitate the …

PoP-GS F Engel, A Keary, K Berwind… The role of reproducibility in affective computing 2017

The use of Affective Computing in the medical domain is gaining momentum, but is challenged through re- quirements arising through 
the inherent processing of personal sensitive data, that will effect comprehensive analysis repro- ducibility. Reproducibility is a key 
element in good research practice and a key ingredient to comprehensively validate AC applications in a medical context. Various 
research has been undertaken to support reproducible analysis procedures through the establishment of a conceptual basis (definition 
and modeling) and by means of technology support. How- ever, its realization is generally hardly achievable. Therefore, this workshop 
contribution will elaborate and document on reproducibility aspects related to Affective Computing in the medical domain, as we face 
it in the course of the EC co-funded SenseCare project. This contribution is meant as a starting point for further discussions and further 
reproducibility related research in AC.

Reproducibility; Affective Computing; Legal Frameworks; Emotion 
Detection; Ethics;

PoP-GS
T Monks, BS Onggo, C Currie, M 
Kunc… The simulation reproducibility crisis. Can reporting guidelines help? 2017

Modern computational science is gripped by a reproducibility crisis. This means that the benefits of computational research are hard if 
not impossible to realise. The field of computer simulation is not immune to this crisis. The complexity of simulation models leads to 
difficulties in reporting the internal logic and data to an extent where it is often difficult to reproduce the model and its results. We 
describe the reproducibility crisis and introduce the Strengthening The Reporting of Empirical Simulation Studies (STRESS) guidelines; 
a standardised checklist approach to improve the reporting of discrete-event simulation, system dynamics and agent-based simulation 
models. We argue that STRESS provides a partial solution to the reproducibility crisis in computer simulation. Simulation; Reporting; Reproducibility; DES; SD; ABS 

PoP-GS
A Urkullu Villanueva, A Pérez 
Martínez…

Statistical model for the reproducibility in ranking based feature 
selection 2017

The stability of feature subset selection algorithms has become crucial in real-world problems due to the need for consistent 
experimental results across different replicates. Specifically, in this paper, we analyze the reproducibility of ranking-based feature 
subset selection algorithms. When applied to data, this family of algorithms builds an ordering of variables in terms of a measure of 
relevance. In order to quantify the reproducibility of ranking-based feature subset selection algorithms, we propose a model that takes 
into account all the different sized subsets of top-ranked features. The model is fitted to data through the minimization of an error 
function related to the expected values of Kuncheva’s consistency index for those subsets. Once it is fitted, the model provides practical 
information about the feature subset selection algorithm analyzed, such as a measure of its expected reproducibility or its estimated 
area under the receiver operating characteristic curve regarding the identification of relevant features. We test our model empirically 
using both synthetic and a wide range of real data. The results show that our proposal can be used to analyze feature subset selection 
algorithms based on rankings in terms of their reproducibility and their performance.

PoP-GS M Arroyo Araujo, M Kas

PhD proposal: A standardized behavioural battery to test new 
pharmacological compounds on rodent models: a step to tackle the 
reproducibility crisis. 2017

De begeleider en/of auteur heeft geen toestemming gegeven tot het openbaar maken van de scriptie. The supervisor and/or the 
author did not authorize public publication of the thesis. …

PoP-GS FH de la Guardia
How Transparency and Reproducibility Can Increase Credibility in 
Policy Analysis 2017

… Lack of transparency and reproducibility (TR) in a policy … in a different setting: the reproducibility crisis in science. I adapt … two 
tools, borrowed from computer science, that facilitate the …

PoP-GS X Wu, SN Rai
A Systematic Approach to Increase Reproducibility in Simulation 
Studies 2017

… research practices that have contributed to a reproducibility crisis in science. "Widespread use of '… In Section 2, we describe the 
issues related to reproducibility in simulation studies. A …

PoP-GS
N Ferro, N Fuhr, K Järvelin, N 
Kando, M Lippold…

Increasing Reproducibility in IR: Findings from the Dagstuhl 
Seminar on" Reproducibility of Data-Oriented Experiments in e-
Science" 2016 10.1145/2964797.2964808

The Dagstuhl Seminar on “Reproducibility of Data-Oriented Experiments in e-Science”, held on 24-29 January 2016, focused on the core 
issues and approaches to reproducibility of experiments from a multidisciplinary point of view, sharing the experience coming from 
several fields of computer science.
In this paper, we discuss, summarize, and adapt the main findings of the seminar to the context of IR evaluation – both system-
oriented and user-oriented – in order to raise awareness in our community and stimulate the fields towards and increased 
reproducibility of our experiments.

PoP-GS JS Sherkow Patent law's reproducibility paradox 2016
… Clinical research faces a reproducibility crisis. Many recent clinical and preclinical studies appear to be irreproducible- their results 
cannot be verified by outside researchers. This is …

PoP-GS D Waltemath, O Wolkenhauer
How modeling standards, software, and initiatives support 
reproducibility in systems biology and systems medicine 2016

… reproducibility of scientific results. A lack of transparency and openness led to what many consider a reproducibility crisis … degree 
in computer science from the University of Rostock, …

PoP-GS M Baker Reproducibility: Seek out stronger science 2016
… “Scientists learn skills better when they are taught in a domain-specific way than when you shuttle them off to math and computer 
science departments,” says Ethan White, an ecologist …

PoP-GS DR Janero

The reproducibility issue and preclinical academic drug discovery: 
educational and institutional initiatives fostering translation 
success 2016 10.1080/17460441.2016.1212014

… the reproducibility … reproducibility issue. Expert opinion: A mindset shift on the part of both senior university faculty and the 
academy to take responsibility for the data reproducibility crisis …

PoP-GS
A Presbitero, V Krzhizhanovskaya, 
E Mancini… Reproducibility of Two Innate Immune System Models 2016 10.1007/978-3-319-49700-6_50

In this paper we present the first step towards the development of a mathematical model of human immune system for advanced 
individualized healthcare, where medication plan is fine-…

PoP-GS O Flórez-Vargas
Development of Strategies for Assessing Reporting in Biomedical 
Research: Moving Toward Enhancing Reproducibility 2016

… overcome–at least in part–the ongoing reproducibility crisis. … adapting to the world of computer science, but also for his … from the 
School of Computer Science for their support and …

PoP-GS J Klinginsmith Reproducibility in Scientific Computing
… Hutson [8] discussed the reproducibility crisis in artificial … AI is dealing with issues in reproducibility. He mentions one of … to do 
complex computer science experimentation in areas …

PoP-GS B Ludäscher Computational Reproducibility vs Transparency: Is it FAIR enough?

PoP-GS JS Sansone, J Tijdink, T Vergoulis
TIER2: enhancing Trust, Integrity and Efficiency in Research 
through next-level Reproducibility

Lack of reproducibility of research results has become a major theme in recent years. As we emerge from the COVID-19 pandemic, 
economic pressures and exposed consequences of lack of societal trust in science make addressing reproducibility of urgent 
importance. TIER2 is a new international project funded by the European Commission under their Horizon Europe programme. Covering 
three broad research areas (social, life and computer sciences) and two cross-disciplinary stakeholder groups (research publishers and 
funders) to systematically investigate reproducibility across contexts, TIER2 will significantly boost knowledge on reproducibility, create 
tools, engage communities, implement interventions and policy across different contexts to increase re-use and overall quality of 
research results in the European Research Area and global R&I, and consequently increase trust, integrity and efficiency in research.

Open Science, Reproducibility, Research quality, Epistemic diversity, 
Tools and practices, Policy intervention, EOSC, Reproducibility 
Networks, Community engagement

PoP-GS ARRNU Docker Part I: Practicing Reproducibility Raubkopie. Original siehe: http://www.practicereproducibleresearch.org; hier: Kjensmo, Sigbjørn
… reproducibility is perhaps the key foundational skill for scientific computing. Perhaps most importantly, working towards 
computational reproducibility … computational reproducibility helps …



PoP-GS Kjensmo, Sigbjørn Research method in AI: Reproducibility of results via citation: CN Nilsen

Reproducibility of published computational research has seen increased interest the last twenty years. Regardless of academic field 
and the impact-factor of journals, studies of reproducibility of computational research have found low rates of repro- ducibility. 
Common issues relate to the availability of source code and data, even when original authors attempt to reproduce their own 
published research.
In this thesis, we investigate the state of reproducibility in artificial intelli- gence research. The objective is not to reproduce 
experiments, but to investigate and quantify the state of reproducibility in artificial intelligence research. Two hy- potheses were 
investigated: 1) Documentation of AI research is not good enough to reproduce results, and 2) Documentation practices have improved 
in recent years. 400 research papers from two instalments of two top AI conference series, IJCAI and AAAI, have been surveyed to 
investigate the hypotheses. The results of our survey support the first hypothesis, but not the second. While common usage of public 
datasets is widespread, sharing of code is lagging behind. Facilitating sharing of source code, and data without disrupting the peer 
review process are necessary to improve the situation.
The contribution efforts of the research in this thesis are: (i) a survey design for evaluating documentation of published papers, (ii) an 
evaluation of two leading AI conference series, and (iii) suggested incentives to facilitate the reproducibility of AI research.
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PoP-GS GM Di Nunzio, R Minzoni

A Thorough Reproducibility Study on Sentiment 
Classification: Methodology, Experimental Setting, 
Results 2023

A survey published by Nature in 2016 revealed that more than 70% of researchers failed in their attempt to 
reproduce another researcher’s experiments, and over 50% failed to reproduce one of their own experiments; a state 
of affairs that has been termed the ‘reproducibility crisis’ in science. 
The purpose of this work is to contribute to the field by presenting a reproducibility study of a Natural Language 
Processing paper about “Language Representation Models for Fine-Grained Sentiment Classification”. A thorough 
analysis of the methodology, experimental setting, and experimental results are presented, leading to a discussion of 
the issues and the necessary steps involved in this kind of study.

reproducibility; natural language processing; 
sentiment classification; language models

PoP-GS
M Maistro, T Breuer, P Schaer, N 
Ferro

An in-depth investigation on the behavior of 
measures to quantify reproducibility 2023

Science is facing a so-called reproducibility crisis, where researchers struggle to repeat experiments and to get the 
same or comparable results. This represents a fundamental problem in any scientific discipline because 
reproducibility lies at the very basis of the scientific method. A central methodological question is how to measure 
reproducibility and interpret different measures. In Information Retrieval (IR), current practices to measure 
reproducibility rely mainly on comparing averaged scores. If the reproduced score is close enough to the original one, 
the reproducibility experiment is deemed successful, although the identical scores can still rely on entirely different 
result lists. Therefore, this paper focuses on measures to quantify reproducibility in IR and their behavior. We present 
a critical analysis of IR reproducibility measures by synthetically generating runs in a controlled experimental setting, 
which allows us to control the amount of reproducibility error. These synthetic runs are generated by a deterioration 
algorithm based on swaps and replacements of documents in ranked lists. We investigate the behavior of different 
reproducibility measures with these synthetic runs in three different scenarios. Moreover, we propose a normalized 
version of Root Mean Square Error (RMSE) to quantify reproducibility better. Experimental results show that a single 
score is not enough to decide whether an experiment is successfully reproduced because such a score depends on the 
type of effectiveness measure and the performance of the original run. This study highlights how challenging it can 
be to reproduce experimental results and quantify the amount of reproducibility.

Reproducibility, Information retrieval, 
Evaluation

ACM / 
PoP-GS

Mauerer W,Klessinger 
S,Scherzinger S

Beyond the Badge: Reproducibility Engineering as a 
Lifetime Skill 2023 10.1145/3528231.3528359

Ascertaining reproducibility of scientific experiments is receiving increased attention across disciplines. We argue 
that the necessary skills are important beyond pure scientific utility, and that they should be taught as part of 
software engineering (SWE) education. They serve a dual purpose: Apart from acquiring the coveted badges assigned 
to reproducible research, reproducibility engineering is a lifetime skill for a professional industrial career in computer 
science.SWE curricula seem an ideal fit for conveying such capabilities, yet they require some extensions, especially 
given that even at flagship conferences like ICSE, only slightly more than one-third of the technical papers (at the 
2021 edition) receive recognition for artefact reusability. Knowledge and capabilities in setting up engineering 
environments that allow for reproducing artefacts and results over decades (a standard requirement in many 
traditional engineering disciplines), writing semi-literate commit messages that document crucial steps of a decision-
making process and that are tightly coupled with code, or sustainably taming dynamic, quickly changing software 
dependencies, to name a few: They all contribute to solving the scientific reproducibility crisis, and enable software 
engineers to build sustainable, long-term maintainable, software-intensive, industrial systems. We propose to teach 
these skills at the undergraduate level, on par with traditional SWE topics.

• Social and professional topics → Software 
engineering edu- cation; • Software and its 
engineering → Maintaining software; Software 
version control.
reproducibility engineering, teaching software 
engineering
teaching software engineering, reproducibility 
engineering

ACM

Tanwar S,Ribadiya 
D,Bhattacharya P,Nair AR,Kumar 
N,Jo M

Fusion of Blockchain and IoT in Scientific 
Publishing: Taxonomy, Tools, and Future Directions 2023 10.1016/j.future.2022.12.036

Scientific publishing systems (SPS) provides platforms to authors, reviewers, and editors to express research for the 
betterment of the community. Traditionally, the research databases are assigned electronic identifiers, and 
manuscripts are preserved in electronic form. Owing to the large scale of submissions in the databases, it becomes 
difficult for the repositories to manage their electronic volumes. The search queries and retrievals are complex, and 
the publishing process takes a lot of time, which defeats the purpose of the contribution in many cases by the author. 
Moreover, the process is non-transparent, and is limited due to ineffective article tracking policies. With the advent 
of the Internet of Things (IoT), the libraries have transitioned towards smart objects that process academic 
repositories with low-powered computations. In the same way, meta-information passes through lightweight IoT 
protocols to distributed servers. Coupled with blockchain (BC), a secured and trusted publishing platform is assured in 
SPS, with transparency among all academic stakeholders. Traditional SPS platforms do not provide any rewarding 
method for peer review and do not support and store unsuccessful articles. Besides, published works are not verified 
thoroughly, and this can lead to misconduct in scientific publishing. Motivated by these facts, in this paper, we 
present a survey on the fusion of BC and IoT for SPS, which serves the dual purpose of low-powered computational 
tagging of manuscripts as smart objects, and that also supports rewarding and completing the verification of 
transactions by peers without involving a third party. A case study of a hyperledger driven IoT-enabled scientific 
publishing system (SPS) is proposed to address the limitations of the traditional SPS. Lastly, we present open issues 
and challenges concerning the current SPSs and the proposed BC-driven SPS.

Smart objects, Data security, Scientific 
publishing, Blockchain, IoT, Digital tagging

PoP-GS T Kou Reconceptualizing Machine Learning Reproducibility 2023

Reproducibility is broadly interpreted as the chance of getting the same results through a re-run of the original study 
in a reproduction study. The concept has been adopted by many areas of research as an important criterion to 
evaluate the quality of research and the validity of research claims. Reproducibility is a sign of the stability of finding 
and is treated as a surrogate of truth. I use reproducibility to refer to the chance of reproducing the same results, 
rather than the chance of reproducing the same experiment.
In chapter one, I will give the reader an introduction to the concept of reproducibility and show the motivation of this 
thesis. After chapter one, readers should have the knowledge of why reproducibility is important to scientists and its 
diverse functions conceptualized by scientists. The concept also has complications in terms of its limitation, 
contextuality, and operationalization. I will also demonstrate why ML researchers care about reproducibility and what 
an ML reproduction study looks like. I identify the gap of missing philosophical reflections on ML reproducibility. I will 
show that bridging the gap requires situated analyses in ML research; existing reflections on the concept at a general 
level are insu

PoP-GS
R Albertoni, S Colantonio, P 
Skrzypczyński…

Reproducibility of Machine Learning: Terminology, 
Recommendations and Open Issues 2023

Reproducibility is one of the core dimensions that concur to deliver Trustworthy Artificial Intelligence. Broadly 
speaking, reproducibility can be defined as the possibility to reproduce the same or a similar experiment or method, 
thereby obtaining the same or similar results as the original scientists. It is an essential ingredient of the scientific 
method and crucial for gaining trust in relevant claims. A reproducibility crisis has been recently acknowledged by 
scientists and this seems to affect even more Artificial Intelligence and Machine Learning, due to the complexity of 
the models at the core of their recent successes. Notwithstanding the recent debate on Artificial Intelligence 
reproducibility, its practical implementation is still insufficient, also because many technical issues are overlooked. In 
this survey, we critically review the current literature on the topic and highlight the open issues. Our contribution is 
three-fold. We propose a concise terminological review of the terms coming into play. We collect and systematize 
existing recommendations for achieving reproducibility, putting forth the means to comply with them. We identify 
key elements often overlooked in modern Machine Learning and provide novel recommendations for them. We 
further specialize these for two critical application domains, namely the biomedical and physical artificial 
intelligence fields.

CCS Concepts: • Computing methodologies → 
Machine learning; Artificial intelligence; • 
General and reference → Experimentation; 
Evaluation.
reproducibility, terminology, recommendations, 
deep learning, physical artificial intelligence, 
biomedical applications



PoP-GS T Ross-Hellauer Strategic priorities for reproducibility reform 2023 10.1371/journal.pbio.3001943

Recent years have stress-tested the scientific system. The COVID-19 pandemic demonstrated the potential for Open 
Science to aid humanity in rapid, collective action to meet catastrophic challenges [1]. But it also cruelly exposed the 
consequences of a continuing lack of societal trust in science (e.g., “anti-vax” sentiment) and, along with geopolitical 
unrest, has wrought economic havoc that will squeeze research funding in the coming years.
The specter of a “reproducibility crisis” has haunted meta-science and research policy conversations for years now 
[2]. Definitions vary, but at its broadest, reproducibility just means obtaining consistent results when repeating 
experiments and analyses. It is usually taken as a key tenet of science itself, if not a direct proxy for quality and 
credibility of results. Tackling the causes of poor levels of reproducibility stands to boost trust, integrity, and 
efficiency in research. Given the current circumstances, this should be a major priority for all research stakeholders, 
including funders, institutions, publishers, and individual researchers themselves.
Much valuable work has already been done, but in my view, much of what we know, as well as the actions we are 
taking, are targeted narrowly on specific fields, with piecemeal initiatives and limited alignment of strategic action 
across stakeholders and elements of research. For broader reproducibility reform to take place and achieve 
maximum impact, I propose five strategic priorities for action (Fig 1).

PoP-GS
S Stewart, CR Pennington, G 
Silva, N Ballou, J Butler…

Reforms to improve reproducibility and quality 
must be coordinated across the research 
ecosystem: the view from the UKRN Local Network 
Leads 2022 10.1186/s13104-022-05949-w

Many disciplines are facing a “reproducibility crisis”, which has precipitated much discussion about how to improve 
research integrity, reproducibility, and transparency. A unified effort across all sectors, levels, and stages of the 
research ecosystem is needed to coordinate goals and reforms that focus on open and transparent research 
practices. Promoting a more positive incentive culture for all ecosystem members is also paramount. In this 
commentary, we—the Local Network Leads of the UK Reproducibility Network—outline our response to the UK 
House of Commons Science and Technology Committee’s inquiry on research integrity and reproducibility. We argue 
that coordinated change is needed to create (1) a positive research culture, (2) a unified stance on improving 
research quality, (3) common foundations for open and transparent research practice, and (4) the routinisation of this 
practice. For each of these areas, we outline the roles that individuals, institutions, funders, publishers, and 
Government can play in shaping the research ecosystem. Working together, these constituent members must also 
partner with sectoral and coordinating organisations to produce effective and long-lasting reforms that are fit-for-
purpose and future-proof. These efforts will strengthen research quality and create research capable of generating 
far-reaching applications with a sustained impact on society.

((Falsche 
Autor*innenangabe 
korrigiert))

PoP-GS
NJ Horton, R Alexander, M 
Parker…

The Growing Importance of Reproducibility and 
Responsible Workflow in the Data Science and 
Statistics Curriculum 2022 10.1080/26939169.2022.2141001

… The reproducibility crisis that was first identified in psychology is now known to afflict much of the physical and 
social sciences. Steps taken to address this crisis, including improved … Editorial

PoP-GS W Mauerer, S Scherzinger
1-2-3 reproducibility for quantum software 
experiments 2022

Various fields of science face a reproducibility crisis. For quantum software engineering as an emerging field, it is 
therefore imminent to focus on proper reproducibility engineering from the start. Yet the provision of reproduction 
packages is almost universally lacking. Actionable advice on how to build such packages is rare, particularly 
unfortunate in a field with many con- tributions from researchers with backgrounds outside computer science. In this 
article, we argue how to rectify this deficiency by proposing a 1-2-3 approach to reproducibility engineering for 
quantum software experiments: Using a meta-generation mechanism, we generate DOl-safe, long-term functioning 
and dependency-free reproduction packages. They are designed to satisfy the requirements of professional and 
learned societies solely on the basis of project-specific research artefacts (source code, measurement and 
configuration data), and require little temporal investment by researchers. Our scheme ascertains long- term 
traceability even when the quantum processor itself is no longer accessible. By drastically lowering the technical bar, 
we foster the proliferation of reproduction packages in quantum software experiments and ease the inclusion of non-
CS researchers entering the field.

Reproducibility engineering, quantum software 
engineering

ACM
Coelho R,Braga R,David 
JM,Stroele V,Campos F,Dantas M

A Blockchain-Based Architecture for Trust in 
Collaborative Scientific Experimentation 2022 10.1007/s10723-022-09626-x

In scientific collaboration, data sharing, the exchange of ideas and results are essential to knowledge construction 
and the development of science. Hence, we must guarantee interoperability, privacy, traceability (reinforcing 
transparency), and trust. Provenance has been widely recognized for providing a history of the steps taken in 
scientific experiments. Consequently, we must support traceability, assisting in scientific results’ reproducibility. One 
of the technologies that can enhance trust in collaborative scientific experimentation is blockchain. This work 
proposes an architecture, named BlockFlow, based on blockchain, provenance, and cloud infrastructure to bring trust 
and traceability in the execution of collaborative scientific experiments. The proposed architecture is implemented on 
Hyperledger, and a scenario about the genomic sequencing of the SARS-CoV-2 coronavirus is used to evaluate the 
architecture, discussing the benefits of providing traceability and trust in collaborative scientific experimentation. 
Furthermore, the architecture addresses the heterogeneity of shared data, facilitating interpretation by 
geographically distributed researchers and analysis of such data. Through a blockchain-based architecture that 
provides support on provenance and blockchain, we can enhance data sharing, traceability, and trust in collaborative 
scientific experiments.

Cloud computing, Provenance, Coronavirus, 
Reproducibility, Blockchain, Collaborative 
scientific experiments, Genomic sequencing

PoP-GS A Belz
A Metrological Perspective on Reproducibility in 
NLP* 2022

Reproducibility has become an increasingly debated topic in NLP and ML over recent years, but so far, no commonly 
accepted definitions of even basic terms or concepts have emerged. The range of different definitions proposed 
within NLP/ML not only do not agree with each other, they are also not aligned with standard scientific definitions. 
This article examines the standard definitions of repeatability and reproducibility provided by the meta-science of 
metrology, and explores what they imply in terms of how to assess reproducibility, and what adopting them would 
mean for reproducibility assessment in NLP/ML. It turns out the standard definitions lead directly to a method for 
assessing reproducibility in quantified terms that renders results from reproduction studies comparable across 
multiple reproductions of the same original study, as well as reproductions of different original studies. The article 
considers where this method sits in relation to other aspects of NLP work one might wish to assess in the context of 
reproducibility.

PoP-GS
F Melchor, R Rodriguez-
Echeverria…

A Model-Driven Approach for Systematic 
Reproducibility and Replicability of Data Science 
Projects 2022 10.1007/978-3-031-07472-1_9

In the last few years, there has been an important increase in the number of tools and approaches to define pipelines 
that allow the development of data science projects. They allow not only the pipeline definition but also the code 
generation needed to execute the project providing an easy way to carry out the projects even for non-expert users. 
However, there are still some challenges that these tools do not address yet, e.g. the possibility of executing 
pipelines defined by using different tools or execute them in different environments (reproducibility and replicability) 
or models validation and verification by identifying inconsistent operations (intentionality). In order to alleviate these 
problems, this paper presents a Model-Driven framework for the definition of data science pipelines independent of 
the particular execution platform and tools. The framework relies on the separation of the pipeline definition into 
two different modelling layers: conceptual, where the data scientist may specify all the data and models operations 
to be carried out by the pipeline; operational, where the data engineer may describe the execution environment 
details where the operations (defined in the conceptual part) will be implemented. Based on this abstract definition 
and layers separation, the approach allows: the usage of different tools improving, thus, process replicability; the 
automation of the process execution, enhancing process reproducibility; and the definition of model verification rules, 
providing intentionality restrictions.

Reproducibility, Replicability, Process, Data 
science, Model-driven engineering



PoP-GS P Knees, B Ferwerda, A Rauber…
A Reproducibility Study on User-centric MIR 
Research and Why it is Important 2022

Reproducibility of results is a central pillar of scientific work. In music information retrieval research, this is widely 
acknowledged and practiced by the community by re-implementing algorithms and re-validating machine learning 
experiments. In this paper, we argue for an increased need to also reproduce the results and findings of user studies, 
including qualitative work, especially since these often lay the foundations and serve as justification for choices taken 
in algorithmic design and optimization criteria. As an example, we attempt to reproduce the study by Kim et al. [1] 
presented in the RecSys (2020) paper "Do Channels Matter? Illuminating Interpersonal Influence on Music 
Recommendations". By repeating this study on how interpersonal relationships can affect a user’s assessment of 
music recommendations on a new sample of n = 142 participants, we can largely confirm and support the validity of 
the original results. At the same time, we extend the analysis and also observe differences with regards to adoption 
rates between different channels as well as different factors that influences the adoption rate. From this specific 
reproducibility study, we conclude that potential cultural differences should be accounted for more explicitly in future 
studies and that systems development should be more explicitly connected to its intended target audience.

PoP-GS S Samuel, D Mietchen
Computational reproducibility of Jupyter notebooks 
from biomedical publications 2022

Jupyter notebooks allow to bundle executable code with its documentation and output in one interactive 
environment, and they represent a popular mechanism to document and share computational workflows, including 
for research publications. Here, we analyze the computational reproducibility of 9625 Jupyter notebooks from 1117 
GitHub repositories associated with 1419 publications indexed in the biomedical literature repository PubMed 
Central. 8160 of these were written in Python, including 4169 that had their dependencies declared in standard 
requirement files and that we attempted to re-run automatically. For 2684 of these, all declared dependencies could 
be installed successfully, and we re-ran them to assess reproducibility. Of these, 396 notebooks ran through without 
any errors, including 245 that produced results identical to those reported in the original. Running the other 
notebooks resulted in exceptions. We zoom in on common problems and practices, highlight trends and discuss 
potential improvements to Jupyter-related workflows associated with biomedical publications.

PoP-GS F Götz-Hahn, V Hosu, D Saupe
Critical analysis on the reproducibility of visual 
quality assessment using deep features 2022

Data used to train supervised machine learning models are commonly split into independent training, validation, and 
test sets. This paper illustrates that complex data leakage cases have occurred in the no-reference image and video 
quality assessment literature. Recently, papers in several journals reported performance results well above the best 
in the field. However, our analysis shows that information from the test set was inappropriately used in the training 
process in different ways and that the claimed performance results cannot be achieved. When correcting for the data 
leakage, the performances of the approaches drop even below the state-of-the-art by a large margin. Additionally, 
we investigate end-to-end variations to the discussed approaches, which do not improve upon the original.

ACM
Aroyo L,Lease M,Paritosh 
P,Schaekermann M Data Excellence for AI: Why Should You Care? 2022 10.1145/3517337

This forum provides a space to engage with the challenges of designing for intelligent algorithmic experiences. We 
invite articles that tackle the tensions between research and practice when integrating AI and UX design. We 
welcome interdisciplinary debate, artful critique, forward-looking research, case studies of AI in practice, and 
speculative design explorations. --- Juho Kim and Henriette Cramer, Editors

ACM / 
PoP-GS

Gundersen OE,Shamsaliei 
S,Isdahl RJ

Do Machine Learning Platforms Provide Out-of-the-
Box Reproducibility? 2022 10.1016/j.future.2021.06.014

Reproducible AI, Machine learning, 
Reproducibility experiment, Reproducibility, 
Survey

PoP-GS K Coakley, CR Kirkpatrick…
Examining the Effect of Implementation Factors on 
Deep Learning Reproducibility 2022

Reproducing published deep learning papers to validate their conclusions can be difficult due to sources of 
irreproducibility. We investigate the impact that implementation factors have on the results and how they affect 
reproducibility of deep learning studies. Three deep learning experiments were ran five times each on 13 different 
hardware environments and four different software environments. The analysis of the 780 combined results showed 
that there was a greater than 6% accuracy range on the same deterministic examples introduced from hardware or 
software environment variations alone. To account for these implementation factors, researchers should run their 
experiments multiple times in different hardware and software environments to verify their conclusions are not 
affected. deep learning, machine learning, reproducibility

ACM Borrego-Díaz J,Galán-Páez J

Explainable Artificial Intelligence in Data Science: 
From Foundational Issues Towards Socio-Technical 
Considerations 2022 10.1007/s11023-022-09603-z

A widespread need to explain the behavior and outcomes of AI-based systems has emerged, due to their ubiquitous 
presence. Thus, providing renewed momentum to the relatively new research area of eXplainable AI (XAI). 
Nowadays, the importance of XAI lies in the fact that the increasing control transference to this kind of system for 
decision making -or, at least, its use for assisting executive stakeholders- already affects many sensitive realms (as 
in Politics, Social Sciences, or Law). The decision-making power handover to opaque AI systems makes mandatory 
explaining those, primarily in application scenarios where the stakeholders are unaware of both the high technology 
applied and the basic principles governing the technological solutions. The issue should not be reduced to a merely 
technical problem; the explainer would be compelled to transmit richer knowledge about the system (including its 
role within the informational ecosystem where he/she works). To achieve such an aim, the explainer could exploit, if 
necessary, practices from other scientific and humanistic areas. The first aim of the paper is to emphasize and justify 
the need for a multidisciplinary approach that is beneficiated from part of the scientific and philosophical corpus on 
Explaining, underscoring the particular nuances of the issue within the field of Data Science. The second objective is 
to develop some arguments justifying the authors’ bet by a more relevant role of ideas inspired by, on the one hand, 
formal techniques from Knowledge Representation and Reasoning, and on the other hand, the modeling of human 
reasoning when facing the explanation. This way, explaining modeling practices would seek a sound balance 
between the pure technical justification and the explainer-explainee agreement.

Symbolic Artificial Intelligence, Data science, 
Complex systems, Explainable Artificial 
Intelligence, Bounded rationality
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Including data management in research culture 
increases the reproducibility of scientific results 2022

Reproducible research results are among the pillars of sustainable science, and considerable progress has been 
achieved in this direction recently. However, there is much room for improvement across the research communities. 
Here we analyze the reproducibility of 108 publications from an interdisciplinary Collaborative Research Center on 
applied mathematics in various scientific fields. Based on a previous reproducibility study in hydrology, we identify 
the rate of reproducible scientific results and why reproducibility fails. We identify the main problems that hinder 
reproducible results and relate them to previous interventions targeting the research culture of reproducible scientific 
findings. Thus, the success of our measures can be estimated, and specific recommendations for future work can be 
derived. In our study, the number of publications that allow for at least partly reproducible research results increased 
over time. However, we see an ongoing need for directives and support in research data management among 
research communities since issues concerning data accessibility and quality limit the reproducibility of scientific 
results. We argue that our results are representative of other interdisciplinary research areas.

open data, reproducibility, research data 
management
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Interdisciplinary Approaches and Strategies from 
Research Reproducibility 2020: Educating for 
Reproducibility 2022 10.1080/26939169.2022.2104767

Research Reproducibility: Educating for Reproducibility, Pathways to Research Integrity was an interdisciplinary, 
conference hosted virtually by the University of Florida in December 2020. This event brought together educators, 
researchers, students, policy makers, and industry representatives from across the globe to explore best practices, 
innovations, and new ideas for education around reproducibility and replicability. Emphasizing a broad view of rigor 
and reproducibility, the conference touched on many aspects of introducing learners to transparency, rigorous study 
design, data science, data management, replications, and more. Transdisciplinary themes emerged from the panels, 
keynote, and submitted papers and poster presentations. The identified themes included lifelong learning, cultivating 
bottom-up change, “sneaking in” learning, just-in-time learning, targeting learners by career stage, learning by doing, 
learning how to learn, establishing communities of practice, librarians as interdisciplinary leaders, teamwork skills, 
rewards and incentives, and implementing top-down change. For each of these themes, we share ideas, practices, 
and actions as discussed by the conference speakers and attendees.

Interdisciplinary education; Replicability; 
Research integrity

PoP-GS S Kapoor, A Narayanan
Leakage and the reproducibility crisis in ML-based 
science 2022

The use of machine learning (ML) methods for prediction and forecasting has become widespread across the 
quantitative sciences. However, there are many known methodological pitfalls, including data leakage, in ML-based 
science. In this paper, we systematically investigate reproducibility issues in ML-based science. We show that data 
leakage is indeed a widespread problem and has led to severe reproducibility failures. Specifically, through a survey 
of literature in research communities that adopted ML methods, we find 17 fields where errors have been found, 
collectively affecting 329 papers and in some cases leading to wildly overoptimistic conclusions. Based on our survey, 
we present a finegrained taxonomy of 8 types of leakage that range from textbook errors to open research problems.
We argue for fundamental methodological changes to ML-based science so that cases of leakage can be caught 
before publication. To that end, we propose model info sheets for reporting scientific claims based on ML models 
that would address all types of leakage identified in our survey. To investigate the impact of reproducibility errors 
and the efficacy of model info sheets, we undertake a reproducibility study in a field where complex ML models are 
believed to vastly outperform older statistical models such as Logistic Regression (LR): civil war prediction. We find 
that all papers claiming the superior performance of complex ML models compared to LR models fail to reproduce 
due to data leakage, and complex ML models don’t perform substantively better than decades-old LR models. While 
none of these errors could have been caught by reading the papers, model info sheets would enable the detection of 
leakage in each case.

PoP-GS
A Khritankov, N Pershin, N Ukhov, 
A Ukhov

MLDev: Data Science Experiment Automation and 
Reproducibility Software 2022 10.1007/978-3-031-12285-9_1

In this paper we explore the challenges of automating experiments in data science. We propose an extensible 
experiment model as a foundation for integration of different open source tools for running research experiments. 
We implement our approach in a prototype open source MLDev software package and evaluate it in a series of 
experiments yielding promising results. Comparison with other state-of-the-art tools signifies novelty of our 
approach.

experiment automation, data science, 
reproducibility

ACM Cooper AF,Frankle J,De Sa C
Non-Determinism and the Lawlessness of Machine 
Learning Code 2022 10.1145/3511265.3550446

Legal literature on machine learning (ML) tends to focus on harms, and thus tends to reason about individual model 
outcomes and summary error rates. This focus has masked important aspects of ML that are rooted in its reliance on 
randomness --- namely, stochasticity and non-determinism. While some recent work has begun to reason about the 
relationship between stochasticity and arbitrariness in legal contexts, the role of non-determinism more broadly 
remains unexamined. In this paper, we clarify the overlap and differences between these two concepts, and show 
that the effects of non-determinism, and consequently its implications for the law, become clearer from the 
perspective of reasoning about ML outputs as distributions over possible outcomes. This distributional viewpoint 
accounts for randomness by emphasizing the possible outcomes of ML. Importantly, this type of reasoning is not 
exclusive with current legal reasoning; it complements (and in fact can strengthen) analyses concerning individual, 
concrete outcomes for specific automated decisions. By illuminating the important role of non-determinism, we 
demonstrate that ML code falls outside of the cyberlaw frame of treating "code as law,'' as this frame assumes that 
code is deterministic. We conclude with a brief discussion of what work ML can do to constrain the potentially harm-
inducing effects of non-determinism, and we indicate where the law must do work to bridge the gap between its 
current individual-outcome focus and the distributional approach that we recommend.

machine learning, arbitrariness, non-
determinism, stochasticity
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Open-Source Code Repository Attributes Predict 
Impact of Computer Science Research 2022 10.1145/3529372.3530927

With an increased importance of transparency and reproducibility in computer science research, it has become 
common to publicly release open-source repositories that contain the code, data, and documentation alongside a 
publication. We study the relationship between transparency of a publication (as represented by the attributes of its 
open-source repository) and its scientific impact (as represented by paper citations). Using the Mann-Whitney test 
and Cliff's delta, we observed a statistically significant difference in citations between papers with and without an 
associated open-source repository. We also observed a statistically significant correlation (p < 0.01) between 
citations and several repository interaction features: Stars, Forks, Subscribers and Issues. Finally, using time-series 
features of repository growth (Stars), we trained a classifier to predict whether a paper would be highly cited (top 
10%) with cross-validated AUROC of 0.8 and AUPRC of 0.65. Our results provide evidence that those who make 
sustained efforts in making their works transparent also tend to have a higher scientific impact.

reproducibility, academic transparency, time-
series analysis, open-source repositories, 
scientific impact, citations
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Practicing What is Preached: Exploring 
Reproducibility Compliance of Papers on 
Reproducible Research 2022 10.1007/978-3-030-96957-8_23

Motivated by the growing importance of both scientific transparency and accountability in the open science context, 
this study examines a series of papers on the topic of reproducible research and its alignment with open and 
transparent practices that are critical for research reproducibility. We screened an initial pool of 250 documents 
retrieved from Google Scholar that resulted in a final corpus of 19 articles used for further analyses. We adopted a 
checklist developed based on the Transparency and Openness Promotion (TOP) Guidelines and thus reported the 
results following six TOP dimensions: 1) data citation; 2) data, code, and additional documentation transparency; 3) 
design and analysis transparency; 4) pre-registration of studies; 5) pre-registration of analysis plans, and 6) 
replication. Preliminary findings have shown that most papers have made the underlying data, code, and 
documentation altogether available for reuse, primarily through generalist repositories. Some authors have used 
disciplinary conventions to produce research reports for disclosing key aspects of the research design and data 
analysis. Contrariwise, we observe that there is still room for improvement in current data citation practices, given 
that most papers do not correctly attribute the datasets they reused.

Open science, Transparency and Openness 
Promotion (TOP) Guidelines
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RepliGES and GEStory: Visual Tools for 
Systematizing and Consolidating Knowledge on 
User-Defined Gestures 2022 10.1145/3531073.3531112

The body of knowledge accumulated by gesture elicitation studies (GES), although useful, large, and extensive, is 
also heterogeneous, scattered in the scientific literature across different venues and fields of research, and difficult 
to generalize to other contexts of use represented by different gesture types, sensing devices, applications, and user 
categories. To address such aspects, we introduce RepliGES, a conceptual space that supports (1) replications of 
gesture elicitation studies to confirm, extend, and complete previous findings, (2) reuse of previously elicited gesture 
sets to enable new discoveries, and (3) extension and generalization of previous findings with new methods of 
analysis and for new user populations towards consolidated knowledge of user-defined gestures. Based on RepliGES, 
we introduce GEStory, an interactive design space and visual tool, to structure, visualize and identify user-defined 
gestures from a number of 216 published gesture elicitation studies.

reproducibility, repurposing, generalization, 
replicability, visual tools, Gesture elicitation 
studies
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Hellmann

Reproducibility Crisis in the LOD Cloud? Studying 
the Impact of Ontology Accessibility and Archiving 
as a Counter Measure 2022 10.1007/978-3-031-19433-7_6

The reproducibility crisis is an ongoing problem that affects data-driven science to a big extent. The highly connected 
decentral Web of Ontologies represents the backbone for semantic data and the Linked Open Data Cloud and 
provides terminological context information crucial for the usage and interpretation of the data, which in turn is key 
for the reproducibility of research results making use of it.
In this paper, we identify, analyze, and quantify reproducibility issues related to capturing terminological context (e.g. 
caused by unavailable ontologies) and delineate the impact on the reproducibility crisis in the Linked Open Data 
Cloud. Our examinations are backed by a frequent and ongoing monitoring of online available vocabularies and 
ontologies that results in the DBpedia Archivo dataset. We also show the extent to which the reproducibility crisis 
can be countered with the aid of ontology archiving in DBpedia Archivo and the Linked Open Vocabularies platforms.

PoP-GS A Fasciglione, M Leotta, A Verri
Reproducibility in Activity Recognition Based on 
Wearable Devices: a Focus on Used Datasets 2022

Reproducibility of proposed approaches is a crucial element in scientific fields, in order to let other researchers trust 
published works. Moreover, in order to let authors compare the effectiveness of a novel method to the state of the 
art, benchmark datasets should be commonly used.
Concentrating on the task of activity recognition using data coming from wearable devices with inertial sensors, we 
have analyzed the reproducibility of proposed approaches with a focus on used datasets. In this work, with a 
literature review, we have measured what percentage of works in the literature verified their approach using public 
datasets or sharing the ones created on purpose. At the same time, we have also examined the characteristics of 
considered datasets, with attention to the amount of data recorded, involved population, and studied activities.
Starting from 1289 works retrieved on Scopus, we analyzed in detail 146 of them and found out that approximately 
one out of three (∼33%) used public datasets and that less than one out of three (∼28%) of the specially made 
datasets were shared with the public. Moreover, considering all the examined datasets, 13% of them had restricted 
access (e.g. requiring requests to authors or subscriptions to websites for a fee) or were offline.

Literature Review, Reproducibility, Activity 
Recognition, HAR, Dataset, Wearable Devices, 
Inertial Sensors, Machine Learning, Medical 
Informatics

PoP-GS P Menon, V Sekaran, G Bajwa
Reproducibility in Brain-Computer Interface 
Research: A Replication-Based Analysis 2022 10.1109/eScience55777.2022.00083

In this paper, we have discussed the reproducibility workflow of published Brain-Computer Interface research articles 
and remarked on the same by replicating two papers having multiple similarities, starting from the same dataset to 
the classification stages. We followed a step-by-step approach while replicating the work and documenting the 
assumptions and interpretations made during the process. Finally, we compared the results and discussed how the 
documentation in BCI research has evolved over 20 years. Through trial and error implementations and calculated 
deductions, this paper helps determine the importance and relevance of proper documentation, efficient workflows, 
and the pressing need for direction-specific information flow in the growing field of Brain Computing Interface 
applications.

PoP-GS
H Gunes, F Broz, CS Crawford, AR 
der Pütten…

Reproducibility in Human-Robot Interaction: 
Furthering the Science of HRI 2022 10.1007/s43154-022-00094-5

Purpose of Review: To discuss the current state of reproducibility of research in human-robot interaction (HRI), 
challenges specific to the field, and recommendations for how the community can support reproducibility.
Recent Findings: As in related fields such as artificial intelligence, robotics, and psychology, improving research 
reproducibility is key to the maturation of the body of scientific knowledge in the field of HRI. The ACM/IEEE 
International Conference on Human-Robot Interaction introduced a theme on Reproducibility of HRI to their technical 
program in 2020 to solicit papers presenting reproductions of prior research or artifacts supporting research 
reproducibility.
Summary: This review provides an introduction to the topic of research reproducibility for HRI and describes the state 
of the art in relation to the HRI 2020 Reproducibility theme. As a highly interdisciplinary field that involves work with 
technological artifacts, there are unique challenges to reproducibility in HRI. Biases in research evaluation and 
practice contribute to challenges in supporting reproducibility, and the training of researchers could be changed to 
encourage research reproduction. The authors propose a number of solutions for addressing these challenges that 
can serve as guidelines for the HRI community and related fields.

PoP-GS
K Ahn, P Jain, Z Ji, S Kale, P 
Netrapalli…

Reproducibility in optimization: Theoretical 
framework and Limits 2022

We initiate a formal study of reproducibility in optimization. We define a quantitative measure of reproducibility of 
optimization procedures in the face of noisy or error-prone operations such as inexact or stochastic gradient 
computations or inexact initialization. We then analyze several convex optimization settings of interest such as 
smooth, non-smooth, and strongly-convex objective functions and establish tight bounds on the limits of 
reproducibility in each setting. Our analysis reveals a fundamental trade-off between computation and 
reproducibility: more computation is necessary (and sufficient) for better reproducibility.

PoP-GS Y Chen, J Belouadi, S Eger
Reproducibility issues for bert-based evaluation 
metrics 2022

Reproducibility is of utmost concern in machine learning and natural language processing (NLP). In the field of 
natural language generation (especially machine translation), the seminal paper of Post (2018) has pointed out 
problems of reproducibility of the dominant metric, BLEU, at the time of publication. Nowadays, BERT-based 
evaluation metrics considerably outperform BLEU. In this paper, we ask whether results and claims from four recent 
BERT-based metrics can be reproduced. We find that reproduction of claims and results often fails because of (i) 
heavy undocumented preprocessing involved in the metrics, (ii) missing code and (iii) reporting weaker results for the 
baseline metrics. (iv) In one case, the problem stems from correlating not to human scores but to a wrong column in 
the csv file, inflating scores by 5 points. Motivated by the impact of preprocessing, we then conduct a second study 
where we examine its effects more closely (for one of the metrics). We find that preprocessing can have large 
effects, especially for highly inflectional languages. In this case, the effect of preprocessing may be larger than the 
effect of the aggregation mechanism (e.g., greedy alignment vs. Word Mover Distance).

PoP-GS SS Feger, PW Woźniak Reproducibility: A Researcher-Centered Definition 2022

Recent years have introduced major shifts in scientific reporting and publishing. The scientific community, publishers, 
funding agencies, and the public expect research to adhere to principles of openness, reproducibility, replicability, and 
repeatability. However, studies have shown that scientists often have neither the right tools nor suitable support at 
their disposal to meet these modern science challenges. In fact, even the concrete expectations connected to these 
terms may be unclear and subject to field-specific, organizational, and personal interpretations. Based on a narrative 
literature review of work that defines characteristics of open science, reproducibility, replicability, and repeatability, 
as well as a review of recent work on researcher-centered requirements, we find that the bottom-up practices and 
needs of researchers contrast top-down expectations encoded in terms related to reproducibility and open science. 
We identify and define reproducibility as a central term that concerns the ease of access to scientific resources, as 
well as their completeness, to the degree required for efficiently and effectively interacting with scientific work. We 
hope that this characterization helps to create a mutual understanding across science stakeholders, in turn paving the 
way for suitable and stimulating environments, fit to address the challenges of modern science reporting and 
publishing.

reproducibility; definition; replicability; open 
science; researcher-centered; user-centered; 
bottom-up



ACM

SEENG '22: Proceedings of the 4th International 
Workshop on Software Engineering Education for 
the Next Generation 2022

This workshop, the fourth in the series since ICSE 2017, brings together scholars, educators, and other stakeholders to 
discuss the unique needs and challenges of software engineering education for the next generation. Building on its 
predecessors, the workshop employs a highly interactive format, structured around short presentations to generate 
discussion topics, an activity to select the most interesting topics, and structured breakout sessions to allow 
participants to address those topics.

ACM Lops P,Musto C,Polignano M
Semantics-Aware Content Representations for 
Reproducible Recommender Systems (SCoRe) 2022 10.1145/3503252.3533723

In the traditional categorization of recommendation techniques, content-based methods are often considered as an 
alternative to the most widely adopted collaborative filtering approaches. Content-based recommender systems 
suggest items similar to a user profile by matching attributes obtained by processing textual content. In order to deal 
with natural language ambiguity, semantics-aware representations can help to build more precise representations of 
users and items, and, in turn, to generate better recommendations. This tutorial (i) presents the most recent trends 
in the area of semantics-aware content-based recommender systems, including novel representation methods based 
on knowledge graphs and embedding techniques, (ii) discusses how to implement reproducible pipelines for 
semantics-aware recommender systems, and (iii) presents a new and comprehensive Python framework called 
ClayRS to deal with semantics-aware recommender systems.

Semantics-aware representations, 
Reproducibility, Accountability

PoP-GS
L Vilhuber, HH Son, M Welch, DN 
Wasser… Teaching for large-scale Reproducibility Verification 2022 10.1080/26939169.2022.2074582

We describe a unique environment in which undergraduate students from various STEM and social science disciplines 
are trained in data provenance and reproducible methods, and then apply that knowledge to real, conditionally 
accepted manuscripts and associated replication packages. We describe in detail the recruitment, training, and 
regular activities. While the activity is not part of a regular curriculum, the skills and knowledge taught through 
explicit training of reproducible methods and principles, and reinforced through repeated application in a real-life 
workflow, contribute to the education of these undergraduate students, and prepare them for post-graduation jobs 
and further studies. Supplementary materials for this article are available online.

Economics; Reproducibility; Undergraduate 
training

PoP-GS X Xiong, I Cribben
The state of play of reproducibility in Statistics: an 
empirical analysis 2022 10.1080/00031305.2022.2131625

Reproducibility, the ability to reproduce the results of published papers or studies using their computer code and 
data, is a cornerstone of reliable scientific methodology. Studies where results cannot be reproduced by the scientific 
community should be treated with caution. Over the past decade, the importance of reproducible research has been 
frequently stressed in a wide range of scientific journals such as Nature and Science and international magazines 
such as The Economist. However, multiple studies have demonstrated that scientific results are often not 
reproducible across research areas such as psychology and medicine. Statistics, the science concerned with 
developing and studying methods for collecting, analyzing, interpreting and presenting empirical data, prides itself on 
its openness when it comes to sharing both computer code and data. In this paper, we examine reproducibility in the 
field of statistics by attempting to reproduce the results in 93 published papers in prominent journals utilizing 
functional magnetic resonance imaging (fMRI) data during the 2010-2021 period. Overall, from both the computer 
code and the data perspective, among all the 93 examined papers, we could only reproduce the results in 14 (15.1%) 
papers, that is, the papers provide both executable computer code (or software) with the real fMRI data, and our 
results matched the results in the paper. Finally, we conclude with some author-specific and journal-specific 
recommendations to improve the research reproducibility in statistics.

PoP-GS T Ross-Hellauer, T Klebel…
TIER2: enhancing Trust, Integrity and Efficiency in 
Research through next-level Reproducibility 2022

Lack of reproducibility of research results has become a major theme in recent years. As we emerge from the COVID-
19 pandemic, economic pressures and exposed consequences of lack of societal trust in science make addressing 
reproducibility of urgent importance. TIER2 is a new international project funded by the European Commission under 
their Horizon Europe programme. Covering three broad research areas (social, life and computer sciences) and two 
cross-disciplinary stakeholder groups (research publishers and funders) to systematically investigate reproducibility 
across contexts, TIER2 will significantly boost knowledge on reproducibility, create tools, engage communities, 
implement interventions and policy across different contexts to increase re-use and overall quality of research results 
in the European Research Area and global R&I, and consequently increase trust, integrity and efficiency in research.

Open Science, Reproducibility, Research 
quality, Epistemic diversity, Tools and 
practices, Policy intervention, EOSC, 
Reproducibility Networks, Community 
engagement

ACM
Lucic A,Bleeker M,de Rijke 
M,Sinha K,Jullien S,Stojnic R

Towards Reproducible Machine Learning Research 
in Information Retrieval 2022 10.1145/3477495.3532686

While recent progress in the field of machine learning (ML) and information retrieval (IR) has been significant, the 
reproducibility of these cutting-edge results is often lacking, with many submissions failing to provide the necessary 
information in order to ensure subsequent reproducibility. Despite the introduction of self-check mechanisms before 
submission (such as the Reproducibility Checklist, criteria for evaluating reproducibility during reviewing at several 
major conferences, artifact review and badging framework, and dedicated reproducibility tracks and challenges at 
major IR conferences, the motivation for executing reproducible research is lacking in the broader information 
community. We propose this tutorial as a gentle introduction to help ensure reproducible research in IR, with a 
specific emphasis on ML aspects of IR research. reproducibility, information retrieval

ACM Berrar D
Using P-Values for the Comparison of Classifiers: 
Pitfalls and Alternatives 2022 10.1007/s10618-022-00828-1

The statistical comparison of machine learning classifiers is frequently underpinned by null hypothesis significance 
testing. Here, we provide a survey and analysis of underrated problems that significance testing entails for 
classification benchmark studies. The p-value has become deeply entrenched in machine learning, but it is 
substantially less objective and less informative than commonly assumed. Even very small p-values can drastically 
overstate the evidence against the null hypothesis. Moreover, the p-value depends on the experimenter’s intentions, 
irrespective of whether these were actually realized or not. We show how such intentions can lead to experimental 
designs with more than one stage, and how to calculate a valid p-value for such designs. We discuss two widely used 
statistical tests for the comparison of classifiers, the Friedman test and the Wilcoxon signed rank test. Some 
improvements to the use of p-values, such as the calibration with the Bayes factor bound, and alternative methods 
for the evaluation of benchmark studies are discussed as well.

False positive risk, Significance, ROPE, 
Wilcoxon signed rank test, Two-stage design, 
Bayes factor bound, Confidence interval, 
Confidence curve, p-Value, Highest density 
interval, Friedman test

PoP-GS J Shenouda, WU Bajwa
A guide to computational reproducibility in signal 
processing and machine learning 2021

Computational reproducibility is a growing problem that has been extensively studied among computational 
researchers and within the signal processing and machine learning research community. However, with the changing 
landscape of signal processing and machine learning research come new obstacles and unseen challenges in creating 
reproducible experiments. Due to these new challenges most computational experiments have become difficult, if 
not impossible, to be reproduced by an independent researcher. In 2016 a survey conducted by the journal Nature 
found that 50% of researchers were unable to reproduce their own experiments. While the issue of computational 
reproducibility has been discussed in the literature and specifically within the signal processing community, it is still 
unclear to most researchers what are the best practices to ensure reproducibility without impinging on their primary 
responsibility of conducting research. We feel that although researchers understand the importance of making 
experiments reproducible, the lack of a clear set of standards and tools makes it difficult to incorporate good 
reproducibility practices in most labs. It is in this regard that we aim to present signal processing researchers with a 
set of practical tools and strategies that can help mitigate many of the obstacles to producing reproducible 
computational experiments.



ACM Sanyal DK,Bhowmick PK,Das PP
A Review of Author Name Disambiguation 
Techniques for the PubMed Bibliographic Database 2021 10.1177/0165551519888605

Author names in bibliographic databases often suffer from ambiguity owing to the same author appearing under 
different names and multiple authors possessing similar names. It creates difficulty in associating a scholarly work 
with the person who wrote it, thereby introducing inaccuracy in credit attribution, bibliometric analysis, search-by-
author in a digital library and expert discovery. A plethora of techniques for disambiguation of author names has 
been proposed in the literature. In this article, we focus on the research efforts targeted to disambiguate author 
names specifically in the PubMed bibliographic database. We believe this concentrated review will be useful to the 
research community because it discusses techniques applied to a very large real database that is actively used 
worldwide. We make a comprehensive survey of the existing author name disambiguation (AND) approaches that 
have been applied to the PubMed database: we organise the approaches into a taxonomy; describe the major 
characteristics of each approach including its performance, strengths, and limitations; and perform a comparative 
analysis of them. We also identify the datasets from PubMed that are publicly available for researchers to evaluate 
AND algorithms. Finally, we outline a few directions for future work.

classification, MEDLINE, clustering, digital 
library, Author name disambiguation, PubMed

PoP-GS A Belz, S Agarwal, A Shimorina, E Reiter
A systematic review of reproducibility research in 
natural language processing 2021

Against the background of what has been termed a reproducibility crisis in science, the NLP field is becoming 
increasingly interested in, and conscientious about, the reproducibility of its results. The past few years have seen an 
impressive range of new initiatives, events and active research in the area. However, the field is far from reaching a 
consensus about how re- producibility should be defined, measured and addressed, with diversity of views currently 
increasing rather than converging. With this focused contribution, we aim to provide a wide-angle, and as near as 
possible complete, snap-shot of current work on reproducibility in NLP, delineating differences and similarities, and 
providing pointers to common denominators.

ACM
Yen A,Flowers B,Luo W,Nagesh 
N,Tueller P,Kastner R,Pannuto P

A UCSD View on Replication and Reproducibility for 
CPS & IoT 2021 10.1145/3458473.3458821

Reproducibility and replicability (R&R) are important for research. Many communities are beginning efforts to 
reward, incentivize, and highlight projects as a motive to adopt R&R practices. This is clearly a good direction - we 
should all aim to make our research sound, replicable, and reproducible. Yet, this involves a lot of effort to document, 
debug, and generally make the systems that we build more usable. Interfacing with the Physical world and building 
custom Things exacerbates these challenges. Therein lies the dilemma: how does the CPS/IoT community reward 
and incentivize R&R efforts? This paper looks into the question of R&R in CPS/IoT. We survey efforts in other fields 
spanning computing to healthcare and highlight similarities and differences to CPS/IoT. We then discuss several 
exemplar CPS/IoT projects related to UCSD's research and highlight the R&R efforts in these projects, the potential 
ways that they could be improved, and best practices. We finish with recommendations and insights for R&R tailored 
to the CPS/IoT community. open science, reproducibility, replication

ACM
Domínguez-Ríos MÁ,Chicano 
F,Alba E

Effective Anytime Algorithm for Multiobjective 
Combinatorial Optimization Problems 2021 10.1016/j.ins.2021.02.074

In multiobjective optimization, the result of an optimization algorithm is a set of efficient solutions from which the decision 
maker selects one. It is common that not all the efficient solutions can be computed in a short time and the search algorithm 
has to be stopped prematurely to analyze the solutions found so far. A set of efficient solutions that are well-spread in the 
objective space is preferred to provide the decision maker with a great variety of solutions. However, just a few exact 
algorithms in the literature exist with the ability to provide such a well-spread set of solutions at any moment: we call them 
anytime algorithms. We propose a new exact anytime algorithm for multiobjective combinatorial optimization combining three 
novel ideas to enhance the anytime behavior. We compare the proposed algorithm with those in the state-of-the-art for 
anytime multiobjective combinatorial optimization using a set of 480 instances from different well-known benchmarks and four 
different performance measures: the overall non-dominated vector generation ratio, the hypervolume, the general spread 
and the additive epsilon indicator. A comprehensive experimental study reveals that our proposal outperforms the previous 
algorithms in most of the instances.

Well-spread non-dominated points, Anytime 
algorithm, Multiobjective combinatorial optimization Fraglich

PoP-GS
J Koehler Leman, S Lyskov, SM 
Lewis…

Ensuring scientific reproducibility in bio-
macromolecular modeling via extensive, 
automated benchmarks 2021

Each year vast international resources are wasted on irreproducible research. The scientific community has been 
slow to adopt standard software engineering practices, despite the increases in high-dimensional data, complexities 
of workflows, and computational environments. Here we show how scientific software applications can be created in 
a reproducible manner when simple design goals for reproducibility are met. We describe the implementation of a 
test server framework and 40 scientific benchmarks, covering numerous applications in Rosetta bio-macromolecular 
modeling. High performance computing cluster integration allows these benchmarks to run continuously and 
automatically. Detailed protocol captures are useful for developers and users of Rosetta and other macromolecular 
modeling tools. The framework and design concepts presented here are valuable for developers and users of any type 
of scientific software and for the scientific community to create reproducible methods. Specific examples highlight 
the utility of this framework, and the comprehensive documentation illustrates the ease of adding new tests in a 
matter of hours.

PoP-GS A Hocquet, F Wieber
Epistemic issues in computational reproducibility: 
software as the elephant in the room 2021 10.1007/s13194-021-00362-9

Computational reproducibility (i.e. issues of reproducibility stemming from the computer as a scientific tool) 
possesses its own dynamics and narratives of crisis. Alongside the difficulties of computing as an ubiquitous yet 
complex scientific activity, computational reproducibility suffers from a naive expectancy of total reproducibility and 
a moral imperative to embrace the principles of free software as a non-negotiable epistemic virtue. We argue that 
the epistemic issues at stake in actual practices of computational reproducibility are best unveiled by focusing on 
software as a pivotal concept, one that is surprisingly often overlooked in accounts of reproducibility issues. Software 
is not only about designing and coding but also about maintaining, supporting, distributing, licensing, and 
governance; it is not only about developers but also about users. We focus on openness debates among 
computational chemists involved in molecular modeling software packages as empirical grounding for our argument. 
We then identify and analyse four epistemic characteristics (transparency, consistency, sustainability and inclusivity) 
as key to the role of software in computational reproducibility.

ACM Schmid K

If You Want Better Empirical Research, Value Your 
Theory: On the Importance of Strong Theories for 
Progress in Empirical Software Engineering 
Research 2021 10.1145/3463274.3463360

Scientific progress comes from creating sound theories. However, current software engineering still mostly falls 
short of this goal, although its importance is widely accepted. Thus, in this paper, we discuss the importance of a 
successful interaction of empirical research with a strong theoretical basis and the ramifications this has. In 
particular, we will extensively discuss the implications on theory building and the empirical vs. theory interaction, etc. 
While not everything we will discuss is novel, we present a number of insights, which we at least did not see in 
software engineering literature. We strongly believe that a careful consideration of the insights discussed in this 
paper has the potential to lead to a significant improvement in software engineering research.

Theory building, Software engineering theories, 
Scientific inquiry cycle, Theory-empirism 
relation, Hidden concepts, Managing research 
knowledge



PoP-GS C Casseau, JR Falleri, X Blanc…

Immediate Feedback for Students to Solve 
Notebook Reproducibility Problems in the 
Classroom 2021

Jupyter notebooks have gained popularity in educational settings. In France, it is one of the tools used by teachers in 
post-secondary classes to teach programming.
When students complete their assignments, they send their notebooks to the teacher for feedback or grading. 
However, the teacher may not be able to reproduce the results contained in the notebooks. Indeed, students rely on 
the non-linearity of notebooks to write and execute code cells in an arbitrary order. Conversely, teachers are not 
aware of this implicit execution order and expect to reproduce the results by running the cells linearly from top to 
bottom. These two modes of usage conflict, making it difficult for teachers to evaluate their students’ work.
This article investigates the use of immediate visual feedback to alleviate the issue of non-reproducibility of 
students’ notebooks. We implemented a Jupyter plug-in called Notebook Reproducibility Monitor (NoRM) that 
pinpoints the non-reproducible cells of a notebook under modifications. To evaluate the benefits of this approach, we 
perform a controlled study with 37 students on a programming assignment, followed by a focus group. Our results 
show that the plug-in significantly improves the reproducibility of notebooks without sacrificing the productivity of 
students.

notebooks, reproducibility, computer science 
education.

PoP-GS A Ekström Hagevall, C Wikström

Increasing Reproducibility Through Provenance, 
Transparency and Reusability in a Cloud-Native 
Application for Collaborative Machine Learning 2021

The purpose o fthis thesis paper was to develop new features in the cloud-native and open-source machine learning 
platform STACK, aiming to strengthen the platform's support for conducting reproducible machine learning 
experiments through provenance, transparency and reusability. Adhering to the definition of reproducibility as the 
ability of independent researchers to exactly duplicate scientific results with the same material as in the original 
experiment, two concepts were explored as alternatives for this specific goal: 
1) Increased support for standardized textual documentation of machine learning models and their corresponding 
datasets; and 
2) Increased support for provenance to track the lineage of machine learning models by making code, data and 
metadata readily available and stored for future reference.
We set out to investigate to what degree these features could increase reproducibility in STACK, both when used in 
isolation and when combined. When these features had been implemented through an exhaustive software 
engineering process, an evaluation of the implemented features was conducted to quantify the degree of 
reproducibility that STACK supports. The evaluation showed that the implemented features, especially provenance 
features, substantially increase the possibilities to conduct reproducible experiments in STACK, as opposed to when 
none of the developed features are used. While the employed evaluation method was not entirely objective, these 
features are clearly a good first initiative in meeting current recommendations and guidelines on how computational 
science can be made reproducible.

PoP-GS EK Samota, RP Davey

Knowledge and attitudes among life scientists 
toward reproducibility within journal articles: a 
research survey 2021 10.3389/frma.2021.678554

We constructed a survey to understand how authors and scientists view the issues around reproducibility, focusing on 
interactive elements such as interactive figures embedded within online publications, as a solution for enabling the 
reproducibility of experiments. We report the views of 251 researchers, comprising authors who have published in 
eLIFE Sciences, and those who work at the Norwich Biosciences Institutes (NBI). The survey also outlines to what 
extent researchers are occupied with reproducing experiments themselves. Currently, there is an increasing range of 
tools that attempt to address the production of reproducible research by making code, data, and analyses available to 
the community for reuse. We wanted to collect information about attitudes around the consumer end of the 
spectrum, where life scientists interact with research outputs to interpret scientific results. Static plots and figures 
within articles are a central part of this interpretation, and therefore we asked respondents to consider various 
features for an interactive figure within a research article that would allow them to better understand and reproduce 
a published analysis. The majority (91%) of respondents reported that when authors describe their research 
methodology (methods and analyses) in detail, published research can become more reproducible. The respondents 
believe that having interactive figures in published papers is a beneficial element to themselves, the papers they 
read as well as to their readers. Whilst interactive figures are one potential solution for consuming the results of 
research more effectively to enable reproducibility, we also review the equally pressing technical and cultural 
demands on researchers that need to be addressed to achieve greater success in reproducibility in the life sciences.

ACM / 
PoP-GS

Daoudi N,Allix K,Bissyandé 
TF,Klein J

Lessons Learnt on Reproducibility in Machine 
Learning Based Android Malware Detection 2021 10.1007/s10664-021-09955-7

A well-known curse of computer security research is that it often produces systems that, while technically sound, fail 
operationally. To overcome this curse, the community generally seeks to assess proposed systems under a variety of 
settings in order to make explicit every potential bias. In this respect, recently, research achievements on machine 
learning based malware detection are being considered for thorough evaluation by the community. Such an effort of 
comprehensive evaluation supposes first and foremost the possibility to perform an independent reproduction study 
in order to sharpen evaluations presented by approaches’ authors. The question Can published approaches actually be 
reproduced? thus becomes paramount despite the little interest such mundane and practical aspects seem to attract 
in the malware detection field. In this paper, we attempt a complete reproduction of five Android Malware Detectors 
from the literature and discuss to what extent they are “reproducible”. Notably, we provide insights on the 
implications around the guesswork that may be required to finalise a working implementation. Finally, we discuss 
how barriers to reproduction could be lifted, and how the malware detection field would benefit from stronger 
reproducibility standards—like many various fields already have.

Machine learning, Android malware dection, 
Replicability, Reproducibility

PoP-GS S Samuel, F Löffler, B König-Ries
Machine learning pipelines: Provenance, 
reproducibility and fair data principles 2021 10.1007/978-3-030-80960-7_17

Machine learning (ML) is an increasingly important scientific tool supporting decision making and knowledge 
generation in numerous fields. With this, it also becomes more and more important that the results of ML 
experiments are reproducible. Unfortunately, that often is not the case. Rather, ML, similar to many other disciplines, 
faces a reproducibility crisis. In this paper, we describe our goals and initial steps in supporting the end-to-end 
reproducibility of ML pipelines. We investi- gate which factors beyond the availability of source code and datasets 
influence reproducibility of ML experiments. We propose ways to apply FAIR data practices to ML workflows. We 
present our preliminary results on the role of our tool, ProvBook, in capturing and comparing provenance of ML ex- 
periments and their reproducibility using Jupyter Notebooks.



PoP-GS
NC Nelson, K Ichikawa, J Chung, 
MM Malik

Mapping the discursive dimensions of the 
reproducibility crisis: A mixed methods analysis 2021

To those involved in discussions about rigor, reproducibility, and replication in science, conversation about the 
“reproducibility crisis” appear ill-structured. Seemingly very different issues concerning the purity of reagents, 
accessibility of computational code, or misaligned incentives in academic research writ large are all collected up 
under this label. Prior work has attempted to address this problem by creating analytical definitions of 
reproducibility. We take a novel empirical, mixed methods approach to understanding variation in reproducibility 
discussions, using a combination of grounded theory and correspondence analysis to examine how a variety of 
authors narrate the story of the reproducibility crisis. Contrary to expectations, this analysis demonstrates that there 
is a clear thematic core to reproducibility discussions, centered on the incentive structure of science, the transparency 
of methods and data, and the need to reform academic publishing. However, we also identify three clusters of 
discussion that are distinct from the main body of articles: one focused on reagents, another on statistical methods, 
and a final cluster focused on the heterogeneity of the natural world. Although there are discursive differences 
between scientific and popular articles, we find no strong differences in how scientists and journalists write about 
the reproducibility crisis. Our findings demonstrate the value of using qualitative methods to identify the bounds and 
features of reproducibility discourse, and identify distinct vocabularies and constituencies that reformers should 
engage with to promote change.

PoP-GS W Mauerer, S Scherzinger
Nullius in Verba: Reproducibility for Database 
Systems Research, Revisited 2021

Over the last decade, reproducibility of experimental results has been a prime focus in database systems research, 
and many high-profile conferences award results that can be independently verified. Since database systems 
research involves complex software stacks that non-trivially interact with hardware, sharing experimental setups is 
anything but trivial: Building a working reproduction package goes far beyond providing a DOI to some repository 
hosting data, code, and setup instructions.
This tutorial revisits reproducible engineering in the face of state-of-the-art technology, and best practices gained in 
other computer science research communities. In particular, in the hands-on part, we demonstrate how to package 
entire system software stacks for dissemination. To ascertain long-term reproducibility over decades (or ideally, 
forever), we discuss why relying on open source technologies massively employed in industry has essential 
advantages over approaches crafted specifically for research. Supplementary material shows how version control 
systems that allow for non-linearly rewriting recorded history can document the structured genesis behind 
experimental setups in a way that is substantially easier to understand, without involvement of the original authors, 
compared to detour-ridden, strictly historic evolution.

reproducible science, reproduction, reproduc- 
tion package, docker, git, scientific attribution, 
scientific method
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Cordero CG,Vasilomanolakis 
E,Wainakh A,Mühlhäuser 
M,Nadjm-Tehrani S

On Generating Network Traffic Datasets with 
Synthetic Attacks for Intrusion Detection 2021 10.1145/3424155

Most research in the field of network intrusion detection heavily relies on datasets. Datasets in this field, however, 
are scarce and difficult to reproduce. To compare, evaluate, and test related work, researchers usually need the same 
datasets or at least datasets with similar characteristics as the ones used in related work. In this work, we present 
concepts and the Intrusion Detection Dataset Toolkit (ID2T) to alleviate the problem of reproducing datasets with 
desired characteristics to enable an accurate replication of scientific results. Intrusion Detection Dataset Toolkit 
(ID2T) facilitates the creation of labeled datasets by injecting synthetic attacks into background traffic. The injected 
synthetic attacks created by ID2T blend with the background traffic by mimicking the background traffic’s 
properties.This article has three core contributions. First, we present a comprehensive survey on intrusion detection 
datasets. In the survey, we propose a classification to group the negative qualities found in the datasets. Second, the 
architecture of ID2T is revised, improved, and expanded in comparison to previous work. The architectural changes 
enable ID2T to inject recent and advanced attacks, such as the EternalBlue exploit or a peer-to-peer botnet. ID2T’s 
functionality provides a set of tests, known as TIDED, that helps identify potential defects in the background traffic 
into which attacks are injected. Third, we illustrate how ID2T is used in different use-case scenarios to replicate 
scientific results with the help of reproducible datasets. ID2T is open source software and is made available to the 
community to expand its arsenal of attacks and capabilities.

synthetic dataset, attack injection, datasets, 
Intrusion detection systems

PoP-GS SJ Bell, OP Kampman
Perspectives on Machine Learning from 
Psychology's Reproducibility Crisis 2021

In the early 2010s, a crisis of reproducibility rocked the field of psychology. Following a period of reflection, the field 
has responded with radical reform of its scientific practices. More recently, similar questions about the 
reproducibility of machine learning research have also come to the fore. In this short paper, we present select ideas 
from psychology’s reformation, translating them into relevance for a machine learning audience.

PoP-GS A Belz Quantifying reproducibility in NLP and ML 2021

Reproducibility has become an intensely debated topic in NLP and ML over recent years, but no commonly accepted 
way of assessing reproducibility, let alone quantifying it, has so far emerged. The assumption has been that wider 
scientific reproducibility terminology and definitions are not applicable to NLP/ML, with the result that many 
different terms and definitions have been proposed, some diametrically opposed. In this paper, we test this 
assumption, by taking the standard terminology and definitions from metrology and applying them directly to 
NLP/ML. We find that we are able to straightforwardly derive a practical framework for assessing reproducibility 
which has the desirable property of yielding a quantified degree of reproducibility that is comparable across different 
reproduction studies.

PoP-GS
B Yildiz, H Hung, JH Krijthe, CCS 
Liem, M Loog…

ReproducedPapers. org: Openly teaching and 
structuring machine learning reproducibility 2021 10.1007/978-3-030-76423-4_1

We present ReproducedPapers.org: an open online repository for teaching and structuring machine learning 
reproducibility. We evaluate doing a reproduction project among students and the added value of an online 
reproduction repository among AI researchers. We use anonymous self-assessment surveys and obtained 144 
responses. Results suggest that students who do a reproduction project place more value on scientific reproductions 
and become more critical thinkers. Students and AI researchers agree that our online reproduction repository is 
valuable.

Machine Learning · Reproducibility · Online 
Repository

PoP-GS J Wonsil Reproducibility as a Service 2021

Recent studies demonstrated that the reproducibility of previously published computational experiments is 
inadequate. Many of these published computational experiments are not reproducible, because they never recorded 
or preserved their computational environment. This environment consists of artifacts such as packages installed in 
the language, libraries installed on the host system, file names, and directory hierarchy. Researchers have created 
reproducibility tools to help mitigate this problem, but they do nothing for the experiments that already exist in 
online repositories. This situation is not improving, as researchers continue to publish results every year without 
using reproducibility tools, likely due to benign neglect as it is common to believe publishing the code and data is 
sufficient for reproducibility. To clarify the gap between what existing reproducibility tools are capable of and this 
issue with published experiments, we define a framework to distinguish between actions taken by a researcher to 
facilitate reproducibility in the presence of a computational environment and actions taken by a researcher to enable 
re- production of an experiment when that environment has been lost. The difference between these approaches in 
reproducibility lies in the availability of a computational environment. Researchers that provide access to the original 
computational environment perform proactive reproducibility, while those who do not enable only retroactive 
reproducibility. We present Reproducibility as a Service (RaaS), which is, to our knowledge, the first reproducibility 
tool explicitly designed to facilitate retroactive reproducibility. We demonstrate how RaaS can fix many of the com- 
mon errors found in R scripts on Harvard’s Dataverse and preserve the recreated computational environment.



ACM / 
PoP-GS

M López-Ibáñez, J Branke, L 
Paquete Reproducibility in evolutionary computation 2021 10.1145/3466624

Experimental studies are prevalent in Evolutionary Computation (EC), and concerns about the reprodu- cibility and 
replicability of such studies have increased in recent times, reflecting similar concerns in other scientific fields. In this 
article, we discuss, within the context of EC, the different types of reproducibility and suggest a classification that 
refines the badge system of the Association of Computing Machinery (ACM) adopted by ACM Transactions on 
Evolutionary Learning and Optimization (TELO). We identify cul- tural and technical obstacles to reproducibility in the 
EC field. Finally, we provide guidelines and suggest tools that may help to overcome some of these reproducibility 
obstacles.

CCS Concepts: • General and reference → 
Empirical studies; • Theory of computation → 
Optimiza- tion with randomized search 
heuristics; Bio-inspired optimization;
Additional Key Words and Phrases: Evolutionary 
computation, reproducibility, empirical study, 
benchmarking
empirical study, benchmarking, reproducibility, 
Evolutionary computation

PoP-GS R Hudson

Should we strive to make science bias-free? A 
philosophical assessment of the reproducibility 
crisis 2021 10.1007/s10838-020-09548-w

Recently, many scientists have become concerned about an excessive number of failures to reproduce statistically 
significant effects. The situation has become dire enough that the situation has been named the ‘reproducibility 
crisis’. After reviewing the relevant literature to confirm the observation that scientists do indeed view replication as 
currently problematic, I explain in philosophical terms why the replication of empirical phenomena, such as 
statistically significant effects, is important for scientific progress. Following that explanation, I examine various 
diagnoses of the reproducibility crisis, and argue that for the majority of scientists the crisis is due, at least in part, to 
a form of publication bias. This conclusion sets the stage for an assessment of the view that evidential relations in 
science are inherently value-laden, a view championed by Heather Douglas and Kevin Elliott. I argue, in response to 
Douglas and Elliott, and as motivated by the meta-scientific resistance scientists harbour to a publication bias, that if 
we advocate the value-ladenness of science the result would be a deepening of the reproducibility crisis.

ACM / 
PoP-GS Urkullu A,Pérez A,Calvo B

Statistical Model for Reproducibility in Ranking-
Based Feature Selection 2021 10.1007/s10115-020-01519-3

The stability of feature subset selection algorithms has become crucial in real-world problems due to the need for 
consistent experimental results across different replicates. Specifically, in this paper, we analyze the reproducibility 
of ranking-based feature subset selection algorithms. When applied to data, this family of algorithms builds an 
ordering of variables in terms of a measure of relevance. In order to quantify the reproducibility of ranking-based 
feature subset selection algorithms, we propose a model that takes into account all the different sized subsets of top-
ranked features. The model is fitted to data through the minimization of an error function related to the expected 
values of Kuncheva’s consistency index for those subsets. Once it is fitted, the model provides practical information 
about the feature subset selection algorithm analyzed, such as a measure of its expected reproducibility or its 
estimated area under the receiver operating characteristic curve regarding the identification of relevant features. We 
test our model empirically using both synthetic and a wide range of real data. The results show that our proposal can 
be used to analyze feature subset selection algorithms based on rankings in terms of their reproducibility and their 
performance.

Stability, Reproducibility, High dimensionality, 
Feature selection

ACM Li Z

Stop Building Castles on a Swamp! The Crisis of 
Reproducing Automatic Search in Evidence-Based 
Software Engineering 2021 10.1109/ICSE-NIER52604.2021.00012

The evidence-based approach has increasingly been employed to synthesize empirical findings from the primary 
research in software engineering. Nevertheless, the reproducibility of evidence-based software engineering (EBSE) 
studies seems to be underemphasized. In our investigation into the automatic search of 311 sample studies, more 
than 50% of the search strings are not reusable; about 87.5% of the search activities (e.g., search field settings) are 
unrepeatable; and more than 95% of the whole automatic search implementations are unreproducible. Considering 
that searching is a cornerstone of an EBSE study, we are afraid that the reproducibility of the current secondary 
research could be worse than we can imagine. By analyzing and reporting the root causes of the aforementioned 
observations, we urge collaboration and cooperation among all the stakeholders in our community to improve the 
research reproducibility in EBSE.

reproduction crisis, systematic literature 
review, automatic search, EBSE, digital libraries

ACM
Feger SS,Woźniak PW,Niess 
J,Schmidt A

Tailored Science Badges: Enabling New Forms of 
Research Interaction 2021 10.1145/3461778.3462067

Science faces a reproducibility crisis. There is a need to establish open science practices within the academic 
reputation economy. Open Science Badges address this issue by promoting and acknowledging research sharing and 
documentation. The generic design of currently awarded badges enabled their adoption across the sciences. Yet, 
their general nature makes it difficult to reflect individual practices and needs of distinct scientific fields. In this 
paper, we explore uses and effects of highly tailored badges in research data management. We implemented six 
science badges in a particle physics research preservation service. Our exploration showed that scientists were open 
to encouraging valuable scientific practices through tailored science badges. They described entirely new 
opportunities for interaction with research repositories. We present design implications for systems that promote 
reproducibility, related to meaningful criteria, repository navigation, and content discovery. Finally, we discuss the 
scope and uses of tailored science badges in modern science.

Visibility., Motivation, Discovery, Navigation, 
Tailored Science Badges, Gamification, 
Reproducibility

ACM Burny N,Vanderdonckt J
UiLab, a Workbench for Conducting and 
Reproducing Experiments in GUI Visual Design 2021 10.1145/3457143

With the continuously increasing number and variety of devices, the study of visual design of their Graphical User 
Interfaces grows in importance and scope, particularly for new devices, including smartphones, tablets, and large 
screens. Conducting a visual design experiment typically requires defining and building a GUI dataset with different 
resolutions for different devices, computing visual design measures for the various configurations, and analyzing 
their results. This workflow is very time- and resource-consuming, therefore limiting its reproducibility. To address 
this problem, we present UiLab, a cloud-based workbench that parameterizes the settings for conducting an 
experiment on visual design of Graphical User Interfaces, for facilitating the design of such experiments by 
automating some workflow stages, and for fostering their reproduction by automating their deployment. Based on 
requirements elicited for UiLab, we define its conceptual model to delineate the borders of services of the software 
architecture to support the new workflow. We exemplify it by demonstrating a system walkthrough and we assess 
its impact on experiment reproducibility in terms of design and development time saved with respect to a classical 
workflow. Finally, we discuss potential benefits brought by this workbench with respect to reproducing experiments 
in GUI visual design and existing shortcomings to initiate future avenues. We publicly release UiLab source code on a 
GitHub repository.

user interface evaluation, usability evaluation, 
visual design, aesthetics

PoP-GS S Samuel, B König-Ries
Understanding experiments and research practices 
for reproducibility: an exploratory study 2021

Scientific experiments and research practices vary across disciplines. The research practices followed by scientists in 
each domain play an essential role in the understandability and reproducibility of results. The “Reproducibility Crisis”, 
where researchers find difficulty in reproducing published results, is currently faced by several disciplines. To 
understand the underlying problem in the context of the reproducibility crisis, it is important to first know the 
different research practices followed in their domain and the factors that hinder reproducibility. We performed an 
exploratory study by conducting a survey addressed to researchers representing a range of disciplines to understand 
scientific experiments and research practices for reproducibility. The survey findings identify a reproducibility crisis 
and a strong need for sharing data, code, methods, steps, and negative and positive results. Insufficient metadata, 
lack of publicly available data, and incomplete information in study methods are considered to be the main reasons 
for poor reproducibility. The survey results also address a wide number of research questions on the reproducibility of 
scientific results. Based on the results of our explorative study and supported by the existing published literature, we 
offer general recommendations that could help the scientific community to understand, reproduce, and reuse 
experimental data and results in the research data lifecycle.



PoP-GS C Knoll, R Heedt

“Automatic control knowledge repository”–a 
computational approach for simpler and more 
robust reproducibility of results in control theory 2020

As many other disciplines, control theory to some degree suffers from a reproducibility crisis. In particular, since 
computational methods like simulation, numeric approximation or computer algebra play an important role, the 
reproducibility of results relies on implementation details, which are typically out of scope for written papers. While 
some publications do reference the source code of the respective software, this is by far not standard in industry and 
academia. Additionally, having access to the source code does not imply reproducibility due to dependency issues w. 
r. t. hardware and software components. This paper proposes a three-component approach to mitigate the problem: 
a) an open repository with a suitable data structure to publish formal problem specifications and problem solutions 
(each represented as source code) along with necessary metadata, b) a web service that automatically checks the 
solution methods against the problem specifications and auxiliary software for local testing and c) a peer-oriented 
process scheme to organize both the contribution process to that repo and formal quality assurance. The proposed 
concept offers simplified and more robust reproducibility, as well as increased visibility of published results and a 
community-curated set of reference implementations for control-related methods.

computational methods in control theory, test 
driven development, semantic annotation, 
ontologies

PoP-GS
D Stansberry, S Somnath, G 
Shutt…

A systemic approach to facilitating reproducibility 
via federated, end-to-end data management 2020 10.1007/978-3-030-63393-6_6

Advances in computing infrastructure and instrumentation have accelerated scientific discovery in addition to 
exploding the data volumes. Unfortunately, the unavailability of equally advanced data management infrastructure 
has led to ad hoc practices that diminish scientific productivity and exacerbate the reproducibility crisis. We discuss a 
system-wide solution that supports management needs at every stage of the data lifecycle. At the center of this 
system is DataFed - a general purpose, scientific data management system that addresses these challenges by 
federating data storage across facilities with central metadata and provenance management - providing simple and 
uniform data discovery, access, and collaboration capabilities. At the edge is a Data Gateway that captures raw data 
and context from experiments (even when performed on off-network instruments) into DataFed. DataFed can be 
integrated into analytics platforms to easily, correctly, and reliably work with datasets to improve reproducibility of 
such workloads. We believe that this system can significantly alleviate the burden of data management and improve 
compliance with the Findable Accessible Interoperable, Reusable (FAIR) data principles, thereby improving scientific 
productivity and rigor.

PoP-GS M Ferrari Dacrema

An assessment of reproducibility and 
methodological issues in neural recommender 
systems research 2020

The design of algorithms that generate personalized ranked item lists is a central topic of research in the field of 
recommender systems. In recent years, in particular, the interest of the research community has moved to- wards 
neural approaches based on deep learning, which have become dom- inant in the literature. Since each of those 
publications claims substantial progress over the state-of-the-art, it seems logical to expect the research field to be 
on a steady trajectory of increased effectiveness. However, sev- eral studies indicated the existence of certain 
problems in today’s research practice, e.g., with respect to the choice and optimization of the baselines used for 
comparison or to the design of the experimental protocol itself, raising questions about the published claims. In order 
to assess the level of progress, reproducibility and the existence of issues in the current recom- mender systems 
research practice, this thesis attempts to reproduce recent results in the area of neural recommendation approaches 
based on collab- orative filtering. The analysis in particular focuses on articles published at high level scientific 
conferences between 2015 and 2018. The results is that out of 24 articles, only 12 can be reproduced and only 1 
shows to be consistently competitive against simple methods, e.g., based on the nearest- neighbor heuristics or 
linear machine learning. In our analysis, we discuss this surprising result and trace it back to several common issues 
in today’s research practice, which, despite the many papers that are published on the topic, have apparently led the 
recommender system field, for the task con- sidered in our analysis, to a certain level of stagnation.

ACM Lindauer M,Hutter F
Best Practices for Scientific Research on Neural 
Architecture Search 2020

Finding a well-performing architecture is often tedious for both deep learning practitioners and researchers, leading 
to tremendous interest in the automation of this task by means of neural architecture search (NAS). Although the 
community has made major strides in developing better NAS methods, the quality of scientific empirical evaluations 
in the young field of NAS is still lacking behind that of other areas of machine learning. To address this issue, we 
describe a set of possible issues and ways to avoid them, leading to the NAS best practices checklist available at 
http://automl.org/nas_checklist.pdf.

empirical evaluation, neural architecture 
search, scientific best practices

ACM
Bonneel N,Coeurjolly D,Digne 
J,Mellado N Code Replicability in Computer Graphics 2020 10.1145/3386569.3392413

Being able to duplicate published research results is an important process of conducting research whether to build 
upon these findings or to compare with them. This process is called "replicability" when using the original authors' 
artifacts (e.g., code), or "reproducibility" otherwise (e.g., re-implementing algorithms). Reproducibility and 
replicability of research results have gained a lot of interest recently with assessment studies being led in various 
fields, and they are often seen as a trigger for better result diffusion and transparency. In this work, we assess 
replicability in Computer Graphics, by evaluating whether the code is available and whether it works properly. As a 
proxy for this field we compiled, ran and analyzed 151 codes out of 374 papers from 2014, 2016 and 2018 SIGGRAPH 
conferences. This analysis shows a clear increase in the number of papers with available and operational research 
codes with a dependency on the subfields, and indicates a correlation between code replicability and citation count. 
We further provide an interactive tool to explore our results and evaluation data.

replicability, reproducibility, open source, code 
review, siggraph

ACM Seeber M

How Do Journals of Different Rank Instruct Peer 
Reviewers? Reviewer Guidelines in the Field of 
Management 2020 10.1007/s11192-019-03343-1

Current knowledge on peer review consists of general formulations of its goals and micro level accounts of its 
practice, while journals’ attempts to guide and shape peer review have hardly been investigated so far. This article 
addresses this gap by studying the content of the reviewer guidelines (RG) of 46 journals in the field of management, 
as editors may use guidelines to nudge reviewers considering all relevant criteria, properly, and consistently with the 
needs of the journal. The analysis reveals remarkable differences between the instructions for reviewers of journals 
of different rank. Average and low rank journals mostly use evaluation forms, they emphasize the empirical 
contribution and the quality of communication. RG of high rank journals are texts; they stress the theoretical 
contribution and methodological validity in strict terms. RG of very high rank journals stand even further apart, as 
they include 45% less gatekeeping instructions but four times more developmental instructions. While 
developmental instructions may help retaining the most innovative contributions, the fact that they are common only 
in very high rank journals may represent another case of cumulative advantage in science.

Peer review, Developmental, Sociology of 
science, Ranking, Gatekeeping, Validity, 
Management science, Novelty, Reviewer 
guidelines, Status, Economics of science

PoP-GS
T Breuer, N Ferro, N Fuhr, M 
Maistro, T Sakai…

How to measure the reproducibility of system-
oriented IR experiments 2020 10.1145/3397271.3401036

Replicability and reproducibility of experimental results are primary concerns in all the areas of science and IR is not 
an exception. Besides the problem of moving the field towards more reproducible experimental practices and 
protocols, we also face a severe methodological issue: we do not have any means to assess when reproduced is 
reproduced. Moreover, we lack any reproducibility-oriented dataset, which would allow us to develop such methods.
To address these issues, we compare several measures to objectively quantify to what extent we have replicated or 
reproduced a system-oriented IR experiment. These measures operate at different levels of granularity, from the 
fine-grained comparison of ranked lists, to the more general comparison of the obtained effects and significant 
differences. Moreover, we also develop a reproducibility-oriented dataset, which allows us to validate our measures 
and which can also be used to develop future measures.

CCS CONCEPTS
• Information systems → Evaluation of 
retrieval results; Re-
trieval effectiveness; KEYWORDS
replicability; reproducibility; measure



ACM Polonioli A

In Search of Better Science: On the Epistemic Costs 
of Systematic Reviews and the Need for a 
Pluralistic Stance to Literature Search 2020 10.1007/s11192-019-03333-3

This paper reviews the current status of academic search engines and emerging trends in scientific information 
retrieval and argues for two key claims. First, since systematic searches rely on the widespread use of academic 
search engines and the latter are generally not powered by cutting-edge Artificial Intelligence (AI) and not well-
positioned to further the goals of findability and discoverability, there are some non-trivial epistemic costs associated 
with the tradition of systematic search. Second, while narrative reviews are typically criticized because of their lack 
of transparency, accountability, and reproducibility, they do deserve a place in scientific research. Specifically, once 
narrative reviews are properly understood as enabled by modern tools such as non-academic search engines, AI-
powered recommender systems and academic social networks, it is possible to appreciate how these can indeed 
further the goal of literature discoverability. The upshot of this piece is that there are multiple goals and trade-offs 
involved in the process of scientific document search and that we should acknowledge virtues and limitations of 

PoP-GS
S Auer, N Haelterman, T 
Weissgerber, JC Erlich…

Reproducibility for everyone: a community-led 
initiative with global reach in reproducible research 
training 2020

Open and reproducible research practices increase the reusability and impact of scientific research. Factors affecting 
the reproducibility of results can arise from nearly every aspect of the scientific process and most can be overcome 
by improved education in reproducible research practices. We present the Reproducibility for Everyone (R4E) 
initiative that aims to provide training via series of customizable workshop modules that covers the conceptual 
framework of reproducible research practices, followed by an overview of actionable research practices. Our 
workshops target researchers at all levels and across disciplines. To date, the R4E initiative has reached over two-
thousand researchers worldwide. R4E is volunteer-led and demonstrates how a shared set of materials form the 
basis for a global initiative to improve reproducibility in science. All workshop materials, including accompanying 
resources, are available under a CC-BY 4.0 license at www.repro4everyone.org. 

rigor, reproducibility, transparency, FAIR data, 
accessible protocols, transparent data 
processing, workshop, training, open science 

PoP-GS AL Plant, RJ Hanisch Reproducibility in science: A metrology perspective 2020

Scientific progress requires the ability of scientists to build on the results produced by those who preceded them. 
Because of this, there is concern that irreproducible scientific results are being reported. We suggest that while 
reproducibility can be an important hallmark of good science, it is not often the most important indicator. The 
discipline of metrology, or measurement science, describes a measurement result as a value and the uncertainty 
around that value. We propose a systematic process for considering the sources of uncertainty in a scientific study 
that can be applied to virtually all disciplines of scientific research. We suggest that a research study can be 
characterized by how sources of uncertainty in the study are reported and mitigated. Such activities can add to the 
value of scientific results and the ability to share data effectively.

measurement science, reproducibility, sources 
of uncertainty, comparability, data, metadata

PoP-GS
A Belz, S Agarwal, E Reiter, A 
Shimorina

ReproGen: Proposal for a shared task on 
reproducibility of human evaluations in NLG 2020

Across NLP, a growing body of work is look- ing at the issue of reproducibility. However, replicability of human 
evaluation experiments and reproducibility of their results is currently under-addressed, and this is of particular con- 
cern for NLG where human evaluations are the norm. This paper outlines our ideas for a shared task on 
reproducibility of human eval- uations in NLG which aims (i) to shed light on the extent to which past NLG 
evaluations have been replicable and reproducible, and (ii) to draw conclusions regarding how evaluations can be 
designed and reported to increase repli- cability and reproducibility. If the task is run over several years, we hope to 
be able to docu- ment an overall increase in levels of replicabil- ity and reproducibility over time.

PoP-GS K Hettne, R Proppert, L Nab…

ReprohackNL 2019: How libraries can promote 
research reproducibility through community 
engagement 2020

University Libraries play a crucial role in moving towards Open Science, contributing to more transparent, 
reproducible and reusable research. The Center for Digital Scholarship (CDS) at Leiden University (LU) library is a 
scholarly lab that promotes open science literacy among Leiden’s scholars by two complementary strategies: existing 
top-down structures are used to provide training and services, while bottom-up initiatives from the research 
community are actively supported by offering the CDS’s expertise and facilities. An example of how bottom-up 
initiatives can blossom with the help of library structures such as the CDS is ReproHack. ReproHack – a reproducibility 
hackathon – is a grass-root initiative by young scholars with the goal of improving research reproducibility in three 
ways. First, hackathon attendees learn about reproducibility tools and challenges by reproducing published results 
and providing feedback to authors on their attempt. Second, authors can nominate their work and receive feedback 
on their reproducibility efforts. Third, the collaborative atmosphere helps building a community interested in making 
their own research reproducible.
A first ReproHack in the Netherlands took place on November 30th, 2019, co-organised by the CDS at the LU Library 
with 44 participants from the fields of psychology, engineering, biomedicine, and computer science. For 19 papers, 
24 feedback forms were returned and five papers were reported as successfully reproduced. Besides the researchers’ 
learning experience, the event led to recommendations on how to enhance research reproducibility. The ReproHack 
format therefore provides an opportunity for libraries to improve scientific reproducibility through community 
engagement.

Open Science, reproducibility, hackathon, 
grassroot initiative, community engagement

PoP-GS C Liem, A Panichella
Run, forest, run? on randomization and 
reproducibility in predictive software engineering 2020

Machine learning (ML) has been widely used in the literature to automate software engineering tasks. However, ML 
outcomes may be sensitive to randomization in data sampling mechanisms and learning procedures. To understand 
whether and how researchers in SE address these threats, we surveyed 45 recent papers related to three predictive 
tasks: defect prediction (DP), predictive mutation testing (PMT), and code smell detection (CSD). We found that less 
than 50% of the surveyed papers address the threats related to randomized data sampling (via multiple repetitions); 
only 8% of the papers address the random nature of ML; and parameter values are rarely reported (only 18% of the 
papers). To assess the severity of these threats, we conducted an empirical study using 26 real-world datasets 
commonly considered for the three predictive tasks of interest, considering eight common supervised ML classifiers. 
We show that different data resamplings for 10-fold cross-validation lead to extreme variability in observed 
performance results. Furthermore, randomized ML methods also show non-negligible variability for different choices 
of random seeds. More worryingly, performance and variability are inconsistent for different implementations of the 
conceptually same ML method in different libraries, as also shown through multi-dataset pairwise comparison. To 
cope with these critical threats, we provide practical guidelines on how to validate, assess, and report the results of 
predictive methods.

machine learning, predictive software engineer- 
 ing, statistical analysis, reproducibility, 
randomization
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Feinberg M,Sutherland W,Nelson 
SB,Jarrahi MH,Rajasekar A

The new reality of reproducibility: The role of data 
work in scientific research 2020 10.1145/3392840

Although reproducibility–the idea that a valid scientific experiment can be repeated with similar results– is integral 
to our understanding of good scientific practice, it has remained a difficult concept to define precisely. Across 
scientific disciplines, the increasing prevalence of large datasets, and the computational techniques necessary to 
manage and analyze those datasets, has prompted new ways of thinking about reproducibility. We present findings 
from a qualitative study of a NSF–funded two-week workshop developed to introduce an interdisciplinary group of 
domain scientists to data-management techniques for data-intensive computing, with a focus on reproducible 
science. Our findings suggest that the introduction of data-related activities promotes a new understanding of 
reproducibility as a mechanism for local knowledge transfer and collaboration, particularly as regards efficient 
software reuse.

CCS Concepts: • Human-centered computing → 
Computer supported cooperative work; 
Ethnographic studies; Empirical studies in 
collaborative and social computing.
Additional Key Words and Phrases: data work; 
reproducibility; replicability; scientific software 
devel- opment
replicability, reproducibility, data work, 
scientific software development

PoP-GS OE Gundersen The reproducibility crisis is real 2020
The reproducibility crisis is real, and it is not only the field of psychology that has to deal with it. All the sciences are 
affected; the field of artificial intelligence is not an exception.

ACM
Cockburn A,Dragicevic 
P,Besançon L,Gutwin C

Threats of a Replication Crisis in Empirical 
Computer Science 2020 10.1145/3360311 Research replication only works if there is confidence built into the results.

ACM / 
PoP-GS N Burny

Towards supporting reproducibility of experimental 
studies in GUI visual design 2020 10.1145/3393672.3398644

Graphical User Interfaces are the most common way of interaction with the devices we use in our everyday life. 
Given the important and long-lasting impact that the visual design of GUIs has on User Experience, its experimental 
study is of high importance. However, this activity suffers from a lack of reproducibility of experimental results due to 
the significant amount of time and resources to conduct such experiments and create datasets. To address this 
problem, this thesis aims at developing an application which purpose is to facilitate the construction of datasets in 
the context of experimental studies of GUIs. The application parameterizes the design of experimental studies 
related to GUIs and automates various steps in order to facilitate their deployment and to foster their reproducibility. 
We explain the research approach, the workflows and features underlying the application. Finally, we discuss the 
current state of the thesis and the future work to be achieved.

CCS CONCEPTS
• Human-centered computing → Graphical 
user inter- faces; User studies; User interface 
design; • Computer sys- tems organization → 
Cloud computing.
KEYWORDS
Reproducibility; Experimental Studies; 
Graphical User Inter- faces; Measures, Visual 
Design
experimental studies, reproducibility, graphical 
user interfaces, measures, visual design

PoP-GS
B Haibe-Kains, GA Adam, A 
Hosny, F Khodakarami…

Transparency and reproducibility in artificial 
intelligence 2020 n/a

Breakthroughs in artificial intelligence (AI) hold enormous potential as it can automate complex tasks and go even 
beyond human performance. In their study, McKinney et al. showed the high potential of AI for breast cancer 
screening. However, the lack of methods’ details and algorithm code undermines its scientific value. Here, we 
identify obstacles hindering transparent and reproducible AI research as faced by McKinney et al., and provide 
solutions to these obstacles with implications for the broader field.

PoP-GS C Willis, V Stodden

Trust but verify: How to leverage policies, 
workflows, and infrastructure to ensure 
computational reproducibility in publication 2020

This article distills findings from a qualitative study of seven reproducibility initiatives to enumerate nine key decision 
points for journals seeking to address concerns about the quality and rigor of computational research by expanding 
the peer review and publication process. We evaluate our guidance in light of the recent National Academies of 
Science, Engineering, and Medicine (NASEM, 2019) report on Reproducibility and Replicability in Science 
recommendation for journal reproducibility audits. We present 10 findings that clarify how reproducibility initiatives 
contend with a variety of social and technical factors, including significant gaps in editorial infrastructure and a lack 
of uniformity in how research artifacts are packaged for dissemination. We propose and define a novel concept of 
assessable reproducible research artifacts and point the way to an improved understanding of how changes to author 
incentives and dissemination requirements impact the quality, rigor, and trustworthiness of published computational 
research.

reproducibility, reproducibility audits, 
reproducibility initiative, reproducibility policy, 
open data and code, peer review

PoP-GS CA Willis

Trust, but verify: An investigation of methods of 
verification and dissemination of computational 
research artifacts for transparency and 
reproducibility 2020

Recent years have introduced major shifts in scientific reporting and publishing. The scientific community, publishers, 
funding agencies, and the public expect research to adhere to principles of openness, reproducibility, replicability, and 
repeatability. However, studies have shown that scientists often have neither the right tools nor suitable support at 
their disposal to meet these modern science challenges. In fact, even the concrete expectations connected to these 
terms may be unclear and subject to field-specific, organizational, and personal interpretations. Based on a narrative 
literature review of work that defines characteristics of open science, reproducibility, replicability, and repeatability, 
as well as a review of recent work on researcher-centered requirements, we find that the bottom-up practices and 
needs of researchers contrast top-down expectations encoded in terms related to reproducibility and open science. 
We identify and define reproducibility as a central term that concerns the ease of access to scientific resources, as 
well as their completeness, to the degree required for efficiently and effectively interacting with scientific work. We 
hope that this characterization helps to create a mutual understanding across science stakeholders, in turn paving the 
way for suitable and stimulating environments, fit to address the challenges of modern science reporting and 
publishing.

reproducibility; definition; replicability; open 
science; researcher-centered; user-centered; 
bottom-up

PoP-GS WS Sanders, S Srivastava…

A container-based framework to facilitate 
reproducibility in employing stochastic process 
algebra for modeling parallel computing systems 2019

Scientific applications are increasingly complex and domain specific, and the underlying architectures of the parallel 
and distributed systems on which they are executed also continue to grow in complexity. As these high performance 
parallel and distributed computing applications and environments continue to grow both in complexity and 
computing power, there is an increasing financial cost associated with both the acquisition and maintenance of those 
systems. Therefore, the ability to model the performance of these applications and systems before and during their 
development and deployment to guide cost-effective decisions about their resources and configurations is highly 
important to the designers of those applications and systems. Performance Evaluation Process Algebra (PEPA) is a 
modeling language and framework for modeling parallel and distributed computing and communication applications 
and systems, and numerous examples are present in the literature where PEPA has been utilized to model these 
systems for evaluating or predicting their performance using various metrics, including throughput, utilization, and 
robustness. Since its development, the PEPA modeling framework has been expanded to model biological systems 
and networks (Bio-PEPA), and massive (on the order of ∼ 10129 components) homogeneous systems with Grouped 
PEPA (GPEPA). PEPA and its derivatives are implemented in a variety of ways, ranging from plug-ins integrated with 
the Eclipse integrated development environment to standalone command- line based interpreters, each with their 
own unique and often challenging installation and configuration requirements. To help enable other researchers to 
more easily utilize these frameworks and facilitate increased and robust reproducibility across end- user platforms, 
we present and make available containerized versions of a number of these PEPA frameworks. We have validated 
the functionality of these containers by testing them with models available from the research community that 
utilizes PEPA. These containers serve as a readily available resource for the community and can be executed on any 
environment capable of executing the underlying containerization framework.

Application virtualization; Reproducibility of 
results; Performance modeling; Performance 
evaluation; Robust- ness analysis; Parallel 
computing; Process algebra; Scalability Fraglich



ACM Hamm P,Harborth D,Pape S
A Systematic Analysis of User Evaluations in 
Security Research 2019 10.1145/3339252.3340339

We conducted a literature survey on reproducibility and replicability of user surveys in security research. For that 
purpose, we examined all papers published over the last five years at three leading security research conferences and 
recorded the type of study and whether the authors made the underlying responses available as open data, as well as 
if they published the used questionnaire respectively interview guide. We uncovered how user surveys become more 
widespread in security research and how authors and conferences are increasingly publishing their methodologies, 
while we had no examples of data being made available. Based on these findings, we recommend that future 
researchers publish their data in addition to their results to facilitate replication and ensure a firm basis for user 
studies in security research.

qualitative methods, systematic literature 
review, user evaluations, quantitative methods, 
human aspects of security

ACM / 
PoP-GS MM McGill

Discovering empirically-based best practices in 
computing education through replication, 
reproducibility, and meta-analysis studies 2019 10.1145/3364510.3364528

Though some empirically-driven best practices in computing ed- ucation exist, there are legitimate and serious 
concerns about the dearth of studies that have been replicated and/or reproduced in the sciences, including 
education science and computing education. Without the empirical evidence that comes from replicated, repro- 
duced or meta-analytic studies to provide further verification that a particular practice is effective, the computing 
education research community may be unintentionally propagating poor practices driven by false findings derived 
from individual studies. Propaga- tion of these practices can lead to distrust by practitioners, eroding the relationship 
between often well-intentioned researchers who want to help inform and shape the practice and those in the class- 
rooms teaching, policymakers, and administrators. Therefore, it is incumbent on us as a community to seriously 
consider the state of our research practice, the challenges the community faces due to the lack of empirical evidence 
coming from our published studies, and how the community can have a broader discussion to evolve the field into a 
stronger practice. This short paper contains some foundational terminology and provides evidence of the lack of repli- 
cation, reproducibility, and meta-analytic studies in general and in computing education. A summary of potential 
solutions is also proposed that can be explored in an effort to help frame a larger discussion of this issue with the 
goal of considering next steps needed to mature our field.
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ACM / 
PoP-GS Hildebrandt M

EU Data Protection Law: An Ally for Scientific 
Reproducibility? 2019 10.1145/3343031.3355511

This keynote will introduce some of the key concepts of European data protection law, and clarify how and why this is 
not equivalent with privacy law. Next, I will explain why and how EU data protection law could enhance the 
methodological integrity of machine learning applications, also in the domain of multimedia.The question is, first, 
how the General Data Protection Regulation (GDPR) applies to inferences captured from multimedia data. This 
raises a number of questions. Does it matter whether such data has been made public by the person it relates to? 
Does processing personal data always require consent? What counts as valid consent? What if the inferences are 
mere statistics? What does the prohibition of processing 'sensitive data' (ethnicity, health) mean for multimedia 
analytics? This keynote will provide a crash course in the underlying 'logic' of the GDPR [3], with a focus on what is 
relevant for inferences based on multimedia content and metadata. I will uncover the purpose limitation principle as 
the guiding rationale of EU data protection law, protecting individuals against incorrect, unfair or unwarranted 
targeting.In the second part of the keynote I will explain how the purpose limitation principle relates to machine 
learning research design, requiring keen attention to specific aspects of methodological integrity [2]. These may 
concern p-hacking, data dredging, or cherry picking performance metrics, and connect with the reproducibility crisis in 
machine learning that is on the verge of destroying the reliability of ML applications [1].

CCS Concepts/ACM Classifiers
• Applied computing ~ Law, social and 
behavioral sciences
Author Keywords
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PoP-GS CT Jacobs

Improving the Reproducibility of LaTeX Documents 
by Enriching Figures with Embedded Scripts and 
Data 2019

The introduction of open access data policies by research councils, the enforcement of best practices, and the 
deployment of persistent online repositories have enabled datasets that support results in scientific papers to 
become more widely accessible. Unfortunately, despite this advancement in the curation/publishing workflow, the 
data-driven figures within a paper often remain difficult to reproduce. Plotting or analysis scripts rarely accompany 
the manuscript or any associated software release; and even if they do, it may be unclear exactly which version was 
used. Furthermore, the precise commands and parameters used to execute the scripts are often not included in a 
README file or in the paper itself. This paper introduces a new open source digital curation tool, Pynea, for 
improving the reproducibility of LaTeX documents. Each figure within a document is enriched by automatically 
embedding the plotting script and data files required to generate it, such that it can be regenerated by readers of the 
paper in the future. The command used to execute the plotting script is also added to the figure’s metadata, along 
with details of the specific version of the script used (if the script is tracked with the Git version control system). If 
the document is to be recompiled with a figure that has since changed, or had its plotting script or data files 
modified, the figure is regenerated such that the author can be confident that the latest version of the figure and its 
dependencies are included.

ACM Housley W,Albert S,Stokoe E Natural Action Processing 2019 10.1145/3363384.3363478

This position paper identifies a crucial opportunity for the reciprocal exchange of methods, data and phenomena between 
conversation analysis (CA), ethnomethodology (EM) and computer science (CS). Conventional CS classification of sentiment, 
tone of voice, or personality do not address what people do with language or the paired sequences that organize actions 
into social interaction. We argue that CA and EM can innovate and substantially enhance the scope of the dominant CS 
approaches to big interactional data if artificial intelligence-based natural language processing systems are trained using CA 
annotated data to do what we call natural action processing.

Ethnomethodology, Conversation Analysis, Social 
Interaction, Artificial Agents Fraglich

PoP-GS DW Hubbard, AL Carriquiry
Quality control for scientific research: addressing 
reproducibility, responsiveness, and relevance 2019 10.1080/00031305.2018.1543138

Efforts to address a reproducibility crisis have generated several valid proposals for improving the quality of scientific 
research. We argue there is also need to address the separate but related issues of relevance and responsiveness. To 
address relevance, researchers must produce what decision makers actually need to inform investments and public 
policy—that is, the probability that a claim is true or the probability distribution of an effect size given the data. The 
term responsiveness refers to the irregularity and delay in which issues about the quality of research are brought to 
light. Instead of relying on the good fortune that some motivated researchers will periodically conduct efforts to 
reveal potential shortcomings of published research, we could establish a continuous quality-control process for 
scientific research itself. Quality metrics could be designed through the application of this statistical process control 
for the research enterprise. We argue that one quality control metric—the probability that a research hypothesis is 
true—is required to address at least relevance and may also be part of the solution for improving responsiveness and 

p-Values; Process control; Relevance; 
Replication; Reproducibility



PoP-GS P Bhattacharjee
Standardizing computational research 
reproducibility-Reproduce Object Framework (ROF) 2019

The repercussions of the computational "reproducibility crisis" have increased in severity with passing time. As 
research is becoming tightly coupled with large sets of data and software computation, the conventional way of 
repeating experiments and reproducing results by only reading the research text is not enough. Even when 
researchers share their computational models it does not tell the whole story, as many of the nuances of the 
research is still missed. To address these challenges, this thesis work proposes a standard for defining a 
computational model with its configuration and behavior called The Reproduce Object Framework (ROF). It takes a 
digital automation approach in proposing a solution for the reproducibility challenge. This work draws parallels from 
the information technology industry in understanding how some of the reproducibility issues can be overcome by 
creating a standard framework. Standardization will help automate most of the reproducing effort, be cost effective 
and not depend on any one platform.
The Reproduce Object Framework is a JavaScript Object Notation (JSON)-based lightweight
standard to define the computational model and its configuration, inputs, results, and environment, in order to 
reproduce the model. It is machine readable and also human readable so that it can be verified very easily by anyone. 
Rapid scientific advancement depends on sharing knowledge far and wide and giving anyone who's interested equal 
opportunity to access the knowledge. Therefore, an open source standard can bring all stakeholders to the same 
page, and can immensely help with combating the reproducibility crisis.

ACM

Saltelli A,Aleksankina K,Becker 
W,Fennell P,Ferretti F,Holst N,Li 
S,Wu Q

Why so Many Published Sensitivity Analyses Are 
False: A Systematic Review of Sensitivity Analysis 
Practices 2019 10.1016/j.envsoft.2019.01.012

Sensitivity analysis provides information on the relative importance of model input parameters and assumptions. It is 
distinct from uncertainty analysis, which addresses the question ‘How uncertain is the prediction?’ Uncertainty 
analysis needs to map what a model does when selected input assumptions and parameters are left free to vary over 
their range of existence, and this is equally true of a sensitivity analysis. Despite this, many uncertainty and 
sensitivity analyses still explore the input space moving along one-dimensional corridors leaving space of the input 
factors mostly unexplored. Our extensive systematic literature review shows that many highly cited papers (42% in 
the present analysis) fail the elementary requirement to properly explore the space of the input factors. The results, 
while discipline-dependent, point to a worrying lack of standards and recognized good practices. We end by exploring 
possible reasons for this problem, and suggest some guidelines for proper use of the methods.

PoP-GS L Scaria
A Framework To Evaluate Pipeline Reproducibility 
Across Operating Systems 2018

The lack of computational reproducibility threatens data science in several domains. In particular, it has been shown 
that different operating systems can lead to different analysis results. This study identifies and quantifies the effect 
of the operating system on neuroimaging analysis pipelines. We developed a framework to evaluate the 
reproducibility of these neuroimaging pipelines across operating systems. The framework themselves leverages 
software containerization and system-call interception to record results provenance without having to instrument the 
pipelines. A tool (Repro-tools) compares results obtained under different conditions. We used our framework to 
evaluate the effect of the operating system on results produced by pipelines from the Human Connectome Project 
(HCP), a large open-data initiative to study the human brain. In particular, we focused on pre-processing pipelines for 
anatomical and functional data, namely PreFreeSurfer, FreeSurfer, PostFreeSurfer, and fMRIVolume. We used data 
from five subjects released by the HCP. Results highlight substantial differences in the output of the HCP pipelines 
obtained in two versions of Linux (CentOS6 and CentOS7). Inter-OS differences corresponding to normalized root 
mean square errors of up to 0.27 were observed, which corresponds to visually important differences. We provide 
visualizations of the most important differences for various pipeline steps. No meaningful inter-run differences were 
observed, which shows that the inter-OS differences do not originate from the use of pseudo-random numbers or 
silent crashes of the pipelines. We hypothesize that the observed inter-OS differences come from numerical 
instabilities in the pipelines, triggered by rounding and truncation differences that originate in the update of 
mathematical libraries in different systems. An apparent solution to this issue is to freeze the execution environment 
using, for example, software containers. However, this would only mask instabilities while they should ultimately be 
corrected in the pipelines.

PoP-GS M Hutson Artificial intelligence faces reproducibility crisis 2018 10.1126/science.359.6377.725 Unpublished code and sensitivity to training conditions make many claims hard to verify

PoP-GS ML Rethlefsen, MJ Lackey, S Zhao
Building capacity to encourage research 
reproducibility and# MakeResearchTrue 2018

Background: Research into study replication and reporting has led to wide concern about a reproducibility crisis. 
Reproducibility is coming to the attention of major grant funders, including the National Institutes of Health, which 
launched new grant application instructions regarding rigor and reproducibility in 2015.
Study Purpose: In this case study, the authors present one library’s work to help increase awareness of reproducibility 
and to build capacity for our institution to improve reproducibility of ongoing and future research.
Case Presentation: Library faculty partnered with campus research leaders to create a daylong conference on 
research reproducibility, followed by a post-conference day with workshops and an additional seminar. Attendees 
came from nearly all schools and colleges on campus, as well as from other institutions, nationally and 
internationally. Feedback on the conference was positive, leading to efforts to sustain the momentum achieved at 
the conference. New networking and educational opportunities are in development.
Discussion: Libraries are uniquely positioned to lead educational and capacity-building efforts on campus around 
research reproducibility. Costs are high and partnerships are required, but such efforts can lead to positive change 
institution-wide.



ACM / 
PoP-GS

A Lebis, M Lefevre, V Luengo, N 
Guin

Capitalisation of analysis processes: Enabling 
reproducibility, openness and adaptability thanks to 
narration 2018 10.1145/3170358.3170408

Analysis processes of learning traces, used to gain important peda- gogical insights, are yet to be easily shared and 
reused. They face what is commonly called a reproducibility crisis. From our obser- vations, we identify two 
important factors that may be the cause of this crisis: technical constraints due to runnable necessities, and context 
dependencies. Moreover, the meaning of the reproducibility itself is ambiguous and a source of misunderstanding. In 
this paper, we present an ontological framework dedicated to taking full advan- tage of already implemented 
educational analyses. This framework shifts the actual paradigm of analysis processes by representing them from a 
narrative point of view, instead of a technical one. This enables a formal description of analysis processes with high-
level concepts. We show how this description is performed, and how it can help analysts. The goal is to empower 
both expert and non- expert analysis stakeholders with the possibility to be involved in the elaboration of analysis 
processes and their reuse in different contexts, by improving both human and machine understanding of these 
analyses. This possibility is known as the capitalisation of analysis processes of learning traces.

CCS CONCEPTS
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PoP-GS M Marek, P Teymoori, M Welzl… Computer-Aided Reproducibility 2018

Computer networks research has been notoriously bad at reproducibility – a key aspect of making research results 
credible and convincing. This has been attributed to a lack of incentive for researchers to share the data underlying 
scientific results. We conjecture that this can be helped by reducing the amount of work that is required to make 
results reproducible. This paper introduces CAR – a system for “Computer-Aided Reproducibility”. Similar to other 
forms of “Computer-Aided- *”, our CAR tool facilitates the process of sharing the necessary data by partially 
automating it.

ACM Xu H,Zhang N
Confidence Levels for Empirical Research Using 
Twitter Data 2018 10.1145/3183654.3183684

Concerns of a "reproducibility crisis" in scientific research have become increasingly prevalent. The field of meta 
science - the scientific study of science itself - is thriving and has examined the existence and prevalence of threats 
to reproducible and robust research in designed experiments or surveys. Nonetheless, largely missing are replication 
efforts devoted to examining empirical studies with "organic data" - e.g., data organically generated by ubiquitous 
sensors or mobile applications, twitter feeds, click streams, etc. Given the growing popularity of using Twitter as the 
source of research data in psychology, we must take proper care of the data handling process if Twitter as a data 
source is to be a robust, reliable, and reproducible endeavor into the future. Our research studies scholarly 
publications in psychology to establish the confidence (or the lack thereof) in their handling practices of Twitter data.

Replicability, Organic data, Twitter, 
Reproducibility
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SJE Taylor, T Eldabi, T Monks, M 
Rabe…

Crisis, what crisis–does reproducibility in modeling 
&simulation really matter? 2018

How important it is to our discipline that we can reproduce the results of Modeling & Simulation (M&S) research? 
How important is it to be able to (re)use the models, data, and methods described in simulation publications to 
reproduce published results? Is it really that important or are the lessons and experiences described in a paper 
enough for us to build on the work of others? At the 2016 Winter Simulation Conference, a panel considered opinions 
on reproducibility in discrete-event simulation. This article builds on these and asks if there really is a reproducibility 
crisis in M&S? A diverse range of views on the subject are presented including reflections on the reproducibility in 
terms of the art and science of simulation, the frustrations of poor reproducibility, perspectives from the industrial 
production & logistics community, the wider context of open science and artefact sharing, and the role of provenance 
beyond reproducibility.

PoP-GS PM Nagarajan
Nondeterminism as a reproducibility challenge for 
deep reinforcement learning 2018

In recent years, deep neural networks have powered many successes in deep reinforcement learning (DRL) and 
artificial intelligence by serving as effective function approximators in high-dimensional domains. However, there are 
several difficulties in reproducing such successes. These difficulties have risen due to several factors, including 
researchers’ limited access to compute power and a general lack of knowledge of implementation details that are 
critical for reproducing results successfully. However, nondeterminism is a reproducibility challenge that is perhaps 
less emphasized despite being particularly relevant in DRL. DRL algorithms tend to have high variance, in no small 
part due to the fact that agents must learn from a nonstationary training distribution in the presence of additional 
sources of randomness that are absent from other machine learning paradigms. The high variance of DRL algorithms, 
combined with the low sample sizes used in research, makes it difficult to match reported results. As such, the 
ability to control for sources of nondeterminism is especially important for achieving reproducibility in DRL. If we are 
to maximize progress in DRL, we need research to be reproducible and verifiable, ensuring the validity of our claims. 
Reproducibility is a necessary prerequisite for improving upon or comparing algorithms, both of which are done 
frequently in DRL research.
In this thesis, we take steps towards studying the impact of nondeterminism on two important pillars of DRL 
research: the reproducibility of results and the statistical comparison of algorithms. We do so by (1) enabling 
deterministic training in DRL by identifying and controlling for all sources of nondeterminism present during training, 
(2) performing a sensitivity analysis that shows how these sources of nondeterminism can impact a DRL agent’s 
performance and policy, and (3) showing how nondeterminism negatively impacts algorithm comparison in DRL and 
describing how deterministic training can mitigate this negative impact. We find that individual sources of 
nondeterminism such as the random network initialization can affect an agent’s performance substantially. We also 
find that the current sample sizes used in DRL may not satisfactorily capture differences in performance between 
two algorithms. Lastly, we make available our deterministic implementation of deep Q-learning.

PoP-GS
B Baumgaertner, B Devezer, EO 
Buzbas…

Openness and reproducibility: Insights from a 
model-centric approach 2018

This paper investigates the conceptual relationship between openness and reproducibility using a model-centric 
approach, heavily informed by probability theory and statistics. We first clarify the concepts of reliability, auditability, 
replicability, and reproducibility–each of which denotes a potential scientific objective. Then we advance a conceptual 
analysis to delineate the relationship between open scientific practices and these objectives. Using the notion of an 
idealized experiment, we identify which components of an experiment need to be reported and which need to be 
repeated to achieve the relevant objective. The model-centric framework we propose aims to contribute precision 
and clarity to the discussions surrounding the so-called reproducibility crisis.

reproducibility · open science · replication · 
model-centric · reliability · confirmation

PoP-GS S Barghi, L Scaria, A Salari…

Predicting computational reproducibility of data 
analysis pipelines in large population studies using 
collaborative filtering 2018

Evaluating the computational reproducibility of data analysis pipelines has become a critical issue. It is, however, a 
cumbersome process for analyses that involve data from large populations of subjects, due to their computational 
and storage requirements. We present a method to predict the computational reproducibility of data analysis 
pipelines in large population studies. We formulate the problem as a collaborative filtering process, with constraints 
on the construction of the training set. We propose 6 different strategies to build the training set, which we evaluate 
on 2 datasets, a synthetic one modeling a population with a growing number of subject types, and a real one 
obtained with neuroinformatics pipelines. Results show that one sampling method, “Random File Numbers 
(Uniform)” is able to predict computational reproducibility with a good accuracy. We also analyze the relevance of 
including file and subject biases in the collaborative filtering model. We conclude that the proposed method is able 
to speed-up reproducibility evaluations substantially, with a reduced accuracy loss.



PoP-GS MJ Cobo, T Dehdarirad…
Quantifying the reproducibility of scientometric 
analyses: a case study 2018

Thus, the main aim of this study is to quantify the reproducibility of a sample of scientometric studies by examining 
the availability of different artifacts. To do this, an empirical evaluation of a set of 285 articles published in the 
journal Scientometrics in 2017 was carried out. This provides us with a good perspective on the degree of 
reproducibility in the field of scientometrics.

PoP-GS M Crane

Questionable answers in question answering 
research: Reproducibility and variability of 
published results 2018 10.1162/tacl_a_00018/43441

“Based on theoretical reasoning it has been suggested that the reliability of findings published in the scientific 
literature decreases with the popularity of a research field” (Pfeiffer and Hoffmann, 2009). As we know, deep 
learning is very popular and the ability to reproduce results is an important part of science. There is growing concern 
within the deep learning community about the reproducibility of results that are presented. In this paper we present 
a number of controllable, yet unreported, effects that can substantially change the effectiveness of a sample model, 
and thusly the reproducibility of those results. Through these environmental effects we show that the commonly held 
belief that distribution of source code is all that is needed for reproducibility is not enough. Source code without a 
reproducible environment does not mean anything at all. In addition the range of results produced from these effects 
can be larger than the majority of incremental improvement reported.

PoP-GS AD Redish, E Kummerfeld…
Reproducibility failures are essential to scientific 
inquiry 2018 10.1073/pnas.1806370115

Current fears of a “reproducibility crisis” have led researchers, sources of scientific funding, and the public to 
question both the efficacy and trustworthiness of science (1, 2). Suggested policy changes have been focused on 
statistical problems, such as p-hacking, and issues of experimental design and execution (3, 4). However, 
“reproducibility” is a broad concept that includes a number of issues (5) (see also 
www.pnas.org/improving_reproducibility). Furthermore, reproducibility failures occur even in fields such as 
mathematics or computer science that do not have statistical problems or issues with experimental design. Most 
importantly, these proposed policy changes ignore a core feature of the process of scientific inquiry that occurs after 
reproducibility failures: the integration of conflicting observations and ideas into a coherent theory.

PoP-GS P Ivie, D Thain Reproducibility in scientific computing 2018 10.1145/3186266

Reproducibility is widely considered to be an essential requirement of the scientific process. However, a number of 
serious concerns have been raised recently, questioning whether today’s computational work is adequately 
reproducible. In principle, it should be possible to specify a computation to sufficient detail that anyone should be 
able to reproduce it exactly. But in practice, there are fundamental, technical, and social barriers to doing so. The 
many objectives and meanings of reproducibility are discussed within the context of scientific computing. Technical 
barriers to reproducibility are described, extant approaches surveyed, and open areas of research are identified.
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PoP-GS
R Franceschini, PA Bisgambiglia, 
DRC Hill

Reproducibility study of a PDEVS model application 
to fire spreading 2018 10.5555/3275382.3275411

The results of a scientific experiment have to be reproduced to be valid. The scientific method is well known in 
experimental sciences but it is not always the case for computer scientists. Recent publications and studies has 
shown that there is a significant reproducibility crisis in Biology and Medicine. This problem has also been 
demonstrated for hundreds of publications in computer science where only a limited set of publication results could 
be reproduced. In this paper we present the reproducibility challenge and we examine the reproducibility of a Parallel 
Discrete Event System Specification (PDEVS) model with two different execution frameworks.

simulation, fire-spreading, reproducibility, 
PDEVS

PoP-GS S Leonelli
Rethinking reproducibility as a criterion for 
research quality 2018 10.1108/S0743-41542018000036B009

A heated debate surrounds the significance of reproducibility as an indicator for research quality and reliability, with 
many commentators linking a “crisis of reproducibility” to the rise of fraudulent, careless, and unreliable practices of 
knowledge production. Through the analysis of discourse and practices across research fields, I point out that 
reproducibility is not only interpreted in different ways, but also serves a variety of epistemic functions depending on 
the research at hand. Given such variation, I argue that the uncritical pursuit of reproducibility as an overarching 
epistemic value is misleading and potentially damaging to scientific advancement. Requirements for reproducibility, 
however they are interpreted, are one of many available means to secure reliable research outcomes. Furthermore, 
there are cases where the focus on enhancing reproducibility turns out not to foster high-quality research. Scientific 
communities and Open Science advocates should learn from inferential reasoning from irreproducible data, and 
promote incentives for all researchers to explicitly and publicly discuss (1) their methodological commitments, (2) 
the ways in which they learn from mistakes and problems in everyday practice, and (3) the strategies they use to 
choose which research components of any project need to be preserved in the long term, and how.

Research methods, data practices, 
experimentation, pluralism, open science, 
epistemic values

ACM Nadin M Rethinking the Experiment: Necessary (R)Evolution 2018 10.1007/s00146-017-0705-8

The current assumptions of knowledge acquisition brought about the crisis in the reproducibility of experiments. A 
complementary perspective should account for the specific causality characteristic of life by integrating past, present, 
and future. A "second Cartesian revolution," informed by and in awareness of anticipatory processes, should result in 
scientific methods that transcend the theology of determinism and reductionism. In our days, science, itself an 
expression of anticipatory activity, makes possible alternative understandings of reality and its dynamics. For this 
purpose, the study advances G-complexity for defining and comparing decidable and undecidable knowledge. AI and 
related computational expressions of knowledge could benefit from the awareness of what distinguishes the 
dynamics of life from any other expressions of change.

Anticipation, Decidability, Experiment, Non-
deterministic, Reproducibility

PoP-GS JB Cushing, D Lach, C Zanocco…
Scientific Visualization and Reproducibility for" Open" 
Environmental Science 2018

… In this section we first distinguish replication from reproducibility and establish why reproducibility for studies of 
complex systems is an oxymoron since each complex system is unique …

ACM Mania H,Guy A,Recht B
Simple Random Search of Static Linear Policies is 
Competitive for Reinforcement Learning 2018

Model-free reinforcement learning aims to offer off-the-shelf solutions for controlling dynamical systems without requiring 
models of the system dynamics. We introduce a model-free random search algorithm for training static, linear policies for 
continuous control problems. Common evaluation methodology shows that our method matches state-of-the-art sample 
efficiency on the benchmark MuJoCo locomotion tasks. Nonetheless, more rigorous evaluation reveals that the assessment 
of performance on these benchmarks is optimistic. We evaluate the performance of our method over hundreds of random 
seeds and many different hyperparameter configurations for each benchmark task. This extensive evaluation is possible 
because of the small computational footprint of our method. Our simulations highlight a high variability in performance in 
these benchmark tasks, indicating that commonly used estimations of sample efficiency do not adequately evaluate the 
performance of RL algorithms. Our results stress the need for new baselines, benchmarks and evaluation methodology for 
RL algorithms. Fraglich



ACM
Wilkinson D,Oliveira L,Mossé 
D,Childers B

Software Provenance: Track the Reality Not the 
Virtual Machine 2018 10.1145/3214239.3214244

The growing use of computers and massive storage by individuals is driving interest in digital preservation. The 
scientific method demands accountability through digital reproducibility, adding another strong motivation for 
preservation. However, data alone can become obsolete if the interactivity of software required to interpret the data 
is lost. Virtual machines (VMs) may preserve interactivity however do so at the cost of obscuring the nature of what 
lies within. Occam, instead, builds VMs on-the-fly while storing and distributing well-described software packages. 
Thus, the system can track the exact components inside VMs without storing the machines themselves, allowing 
software to be repeatably built and executed. For Occam to recreate VMs, it needs to know exactly what software 
was used within. Through this tracking, such software can even be modified and rebuilt. Occam keeps track of all 
such components in manifests, allowing anybody to know exactly what is in each VM, and the origins of each 
component.

ACM
Oliveira L,Wilkinson D,Mossé 
D,Childers B

Supporting Long-Term Reproducible Software 
Execution 2018 10.1145/3214239.3214245

A recent widespread realization that software experiments are not as easily replicated as once believed brought 
software execution preservation to the science spotlight. As a result, scientists, institutions, and funding agencies 
have recently been pushing for the development of methodologies and tools that preserve software artifacts. Despite 
current efforts, long term reproducibility still eludes us. In this paper, we present the requirements for software 
execution preservation and discuss how to improve long-term reproducibility in science. In particular, we discuss the 
reasons why preserving binaries and pre-built execution environments is not enough and why preserving the ability to 
replicate results is not the same as preserving software for reproducible science. Finally, we show how these 
requirements are supported by Occam, an open curation framework that fully preserves software and its 
dependencies from source to execution, promoting transparency, longevity, and re-use. Specifically, Occam provides 
the ability to automatically deploy workflows in a fully-functional environment that is able to not only run them, but 
make them easily replicable.

PoP-GS MJ Cruz, S Kurapati…
The Role of data stewardship in Software 
Sustainability and Reproducibility 2018

Software and computational tools are instrumental for scientific investigation in today’s digitized research 
environment. Despite this crucial role, the path towards implementing best practices to achieve reproducibility and 
sustainability of research software is challenging. Delft University of Technology has begun recently a novel initiative 
of data stewardship — disciplinary support for research data management, one of the main aims of which is 
achieving reproducibility of scientific results in general. In this paper, we aim to explore the potential of data 
stewardship for supporting software reproducibility and sustainability as well. Recently, we gathered the key 
stakeholders of the topic (i.e. researchers, research software engineers, and data stewards) in a workshop setting to 
understand the challenges and barriers, the support required to achieve software sustainability and reproducibility, 
and how all the three parties can efficiently work together. Based on the insights from the workshop, as well as our 
professional experience as data stewards, we draw conclusions on possible ways forward to achieve the important 
goal of software reproducibility and sustainability coordinated efforts of the key stakeholders.

Software Sustainability, Software 
Reproducibility, Data Stewardship, Research 
Software Engineering

PoP-GS
S Samuel, K Groeneveld, F 
Taubert, D Walther…

The Story of an experiment: a provenance-based 
semantic approach towards research reproducibility 2018

End-to-end reproducibility of scientific experiments is a key to the foundation of science. Reproducibility of an 
experiment does not necessarily guarantee the accuracy of its results, but it guarantees that the steps of an 
experiment can be repeated to a certain level of significance to generate similar results. Data provenance plays a key 
role in telling the story of an experiment which helps one step towards reproducibility. To convey the message of a 
story, it is essential to provide sufficient data and its flow along with its semantics. In this paper, we present a 
provenance-based semantic approach to explain the story of a scientific experiment with the primary goal of 
reproducibility. The REPRODUCE-ME ontology extended from PROV-O and P-Plan is used to represent the whole story 
of an experiment describing the path it took from its design to result. We visualize and evaluate the provenance life- 
cycle of a scientific experiment taking into account the use case of life science experiments.

Provenance, Reproducibility, Experiment, Story, 
Ontology

PoP-GS KB Cohen, J Xia, P Zweigenbaum…
Three dimensions of reproducibility in natural 
language processing 2018

Despite considerable recent attention to problems with reproducibility of scientific research, there is a striking lack of 
agreement about the definition of the term. That is a problem, because the lack of a consensus definition makes it 
difficult to compare studies of reproducibility, and thus to have even a broad overview of the state of the issue in 
natural language processing. This paper proposes an ontology of reproducibility in that field. Its goal is to enhance 
both future research and communication about the topic, and retrospective meta-analyses. We show that three 
dimensions of reproducibility, corresponding to three kinds of claims in natural language processing papers, can 
account for a variety of types of research reports. These dimensions are reproducibility of a conclusion, of a finding, 
and of a value. Three biomedical natural language processing papers by the authors of this paper are analyzed with 

methodology, reproducibility, repeatability, 
replicability, replicatability

PoP-GS Y AlNoamany, JA Borghi
Towards computational reproducibility: researcher 
perspectives on the use and sharing of software 2018

Research software, which includes both source code and executables used as part of the research process, presents a 
significant challenge for efforts aimed at ensuring reproducibility. In order to inform such efforts, we conducted a 
survey to better understand the characteristics of research software as well as how it is created, used, and shared by 
researchers. Based on the responses of 215 participants, representing a range of research disciplines, we found that 
researchers create, use, and share software in a wide variety of forms for a wide variety of purposes, including data 
collection, data analysis, data visualization, data cleaning and organization, and automation. More participants 
indicated that they use open source software than commercial software. While a relatively small number of 
programming languages (e.g., Python, R, JavaScript, C++, MATLAB) are used by a large number, there is a long tail of 
languages used by relatively few. Between-group comparisons revealed that significantly more participants from 
computer science write source code and create executables than participants from other disciplines. Differences 
between researchers from computer science and other disciplines related to the knowledge of best practices of 
software creation and sharing were not statistically significant. While many participants indicated that they draw a 
distinction between the sharing and preservation of software, related practices and perceptions were often not 
aligned with those of the broader scholarly communications community.

PoP-GS X Wu, SN Rai
A Systematic Approach to Increase Reproducibility 
in Simulation Studies 2017

Reproducibility of results in simulation studies plays a key role in statistical science. Although P-value occupies a 
prominent place for determining statistical significance in replicate studies, there is always possibility of extra 
variability across samples leading to irreproducible results. Recently, Halsey, et al. [1] raised issues regarding the 
reproducibility in the P-value. In this paper, we propose a theoretical basis to identify and adjust for extra variability 
in simulation studies. Our simulation results show gain (increase in power and reduction in significance level). 
Although the gain is observed for simulation settings with small sample sizes and less variability but it is bigger in 
simulations with large samples sizes and high variability. We also discuss the limitations of this ‘out of box’ solution 
to increase reproducibility.

Variability reduction, Replication, Monte carlo 
experiments



ACM
Bell J,LaToza TD,Baldmitsi 
F,Stavrou A

Advancing Open Science with Version Control and 
Blockchains 2017

The scientific community is facing a crisis of reproducibility: confidence in scientific results is damaged by concerns 
regarding the integrity of experimental data and the analyses applied to that data. Experimental integrity can be 
compromised inadvertently when researchers overlook some important component of their experimental procedure, 
or intentionally by researchers or malicious third-parties who are biased towards ensuring a specific outcome of an 
experiment. The scientific community has pushed for "open science" to add transparency to the experimental 
process, asking researchers to publicly register their data sets and experimental procedures. We argue that the 
software engineering community can leverage its expertise in tracking traceability and provenance of source code 
and its related artifacts to simplify data management for scientists. Moreover, by leveraging smart contract and 
blockchain technologies, we believe that it is possible for such a system to guarantee end-to-end integrity of 
scientific data and results while supporting collaborative research.

PoP-GS
V Ayer, C Pietsch, J Vompras, J 
Schirrwagen…

Conquaire: Towards an architecture supporting 
continuous quality control to ensure reproducibility 
of research 2017

Analytical reproducibility in scientific research has become a keenly discussed topic within scientific research 
organizations and acknowledged as an important and fundamental goal to strive for. Recently published scientific 
studies have found that irreproducibility is widely prevalent within the research community, even after releasing data 
openly. At Bielefeld University, nine research project groups from varied disciplines have embarked on a 
"reproducibility" journey by collaborating on the Conquaire project as case study partners. This paper introduces the 
Conquaire project. In particular, we describe the goals and objectives of the project as well as the underlying system 
architecture which relies on a DCVS system for storing data, and on continuous integration principles to foster data 
quality. We describe a first prototype implementation of the system and discuss a running example which illustrates 
the functionality and behaviour of the system.

Conquaire, Analytical Reproducibility, Quality 
Control, Reproducible Computational Research, 
DVCS, Computational Science, Research Data 
Management System, Data Science, 
Infrastructure Architecture

ACM
Lastra-Daz JJ,Garca-Serrano 
A,Batet M,Fernndez M,Chirigati F HESML 2017 10.1016/j.is.2017.02.002

This work is a detailed companion reproducibility paper of the methods and experiments proposed in three previous 
works by Lastra-Daz and Garca-Serrano, which introduce a set of reproducible experiments on word similarity based 
on HESML and ReproZip with the aim of exactly reproducing the experimental surveys in the aforementioned 
works.This work introduces a new representation model for taxonomies called PosetHERep, and a Java software 
library called Half-Edge Semantic Measures Library (HESML) based on it, which implements most ontology-based 
semantic similarity measures and Information Content (IC) models based on WordNet reported in the 
literature.PosetHERep proposes a memory-efficient representation for taxonomies which linearly scales with the size 
of the taxonomy and provides an efficient implementation of a large set of topological queries and graph-based 
algorithms, which is an adaptation of the half-edge data structure commonly used to represent discrete manifolds 
and planar graphs in computational geometry.This work also introduces a replication framework and dataset, called 
WNSimRep v1, which is provided as supplementary material and whose aim is to assist the exact replication of most 
similarity measures and IC models reported in the literature.Finally, this work introduces an experimental survey on 
the performance and scalability of the most recent state-of-the-art semantic measures libraries. This latter 
experimental survey confirms the statistically significant outperformance of HESML on the state-of-the-art libraries 

PosetHERep, Ontology-based semantic 
similarity measures, ReproZip, HESML, 
Reproducible experiments on word similarity, 
Intrinsic and corpus-based Information Content 
models, Semantic measures library, 
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ACM Kazman R Musings on the Holy Grail of Reproducibility 2017

Disciplines as diverse as psychology, physics, marketing, and medicine have, for the past few years, been going 
through a soul-searching over the "reproducibility crisis". According to a recent survey in Nature, over 70% of 
researchers have failed in reproducing another scientist's results and more than half have failed in trying to 
reproduce their own results. But replication of scientific results is the heart of the scientific method; without this 
cornerstone we do not have science, we have faith and mysticism. Note, however, that reproducibility comes at a 
steep cost: more rigor, more scrutiny, and tightened controls on what is considered a publishable result will 
doubtless burden scientists and slow the pace of innovation. In this talk I will discuss the roots of replication 
problems---replication bias, null aversion, and incentive structures for researchers---and their implications on 
reproducibility for the field of software engineering. Finally, I will present a few ideas on how we can think about 
improving the state of our discipline.

ACM

Taylor SJ,Anagnostou A,Fabiyi 
A,Currie C,Monks T,Barbera 
R,Becker B

Open Science: Approaches and Benefits for 
Modeling & Simulation 2017

Open Science is the practice of making scientific research accessible to all. It promotes open access to the artefacts 
of research, the software, data, results and the scientific articles in which they appear, so that others can validate, 
use and collaborate. Open Science is also being mandated by many funding bodies. The concept of Open Science is 
new to many Modelling & Simulation (M&S) researchers. To introduce Open Science to our field, this paper unpacks 
Open Science to understand some of its approaches and benefits. Good practice in the reporting of simulation 
studies is discussed and the Strengthening the Reporting of Empirical Simulation Studies (STRESS) standardized 
checklist approach is presented. A case study shows how Digital Object Identifiers, Researcher Registries, Open 
Access Data Repositories and Scientific Gateways can support Open Science practices for M&S research. The article 
concludes with a set of guidelines for adopting Open Science for M&S.

PoP-GS DB Resnik, AE Shamoo Reproducibility and research integrity 2017 10.1080/08989621.2016.1257387
Reproducibility—the ability of independent researchers to obtain the same (or similar) results when repeating an 
experiment or test—is one of the hallmarks of good science (Popper … Nicht verfügbar

PoP-GS
T Monks, BS Onggo, C Currie, M 
Kunc…

The simulation reproducibility crisis. Can reporting 
guidelines help? 2017

Modern computational science is gripped by a reproducibility crisis. This means that the benefits of computational 
research are hard if not impossible to realise. The field of computer simulation is not immune to this crisis. The 
complexity of simulation models leads to difficulties in reporting the internal logic and data to an extent where it is 
often difficult to reproduce the model and its results. We describe the reproducibility crisis and introduce the 
Strengthening The Reporting of Empirical Simulation Studies (STRESS) guidelines; a standardised checklist approach 
to improve the reporting of discrete-event simulation, system dynamics and agent-based simulation models. We 
argue that STRESS provides a partial solution to the reproducibility crisis in computer simulation. Simulation; Reporting; Reproducibility; DES; SD; ABS 



PoP-GS D Waltemath, O Wolkenhauer

How modeling standards, software, and initiatives 
support reproducibility in systems biology and 
systems medicine 2016

Objective: Only reproducible results are of significance to science. The lack of suitable standards and appropriate 
support of standards in software tools has led to numerous publications with irreproducible results. Our objectives 
are to identify the key challenges of reproducible research and to highlight existing solutions. Results: In this paper, 
we summarize problems concerning reproducibility in systems biology and systems medicine. We focus on 
initiatives, standards, and software tools that aim to improve the reproducibility of simulation studies. Conclusions: 
The long-term success of systems biology and systems medicine depends on trustworthy models and simulations. 
This requires openness to ensure reusability and transparency to enable reproducibility of results in these fields.

ACM / 
PoP-GS

Ferro N,Fuhr N,Järvelin K,Kando 
N,Lippold M,Zobel J

Increasing Reproducibility in IR: Findings from the 
Dagstuhl Seminar on "Reproducibility of Data-
Oriented Experiments in e-Science" 2016 10.1145/2964797.2964808

The Dagstuhl Seminar on "Reproducibility of Data-Oriented Experiments in e-Science", held on 24-29 January 2016, 
focused on the core issues and approaches to reproducibility of experiments from a multidisciplinary point of view, 
sharing the experience coming from several fields of computer science.In this paper, we discuss, summarize, and 
adapt the main findings of the seminar to the context of IR evaluation -- both system-oriented and user-oriented -- in 
order to raise awareness in our community and stimulate the fields towards and increased reproducibility of our 
experiments.

PoP-GS M Baker Reproducibility: Seek out stronger science 2016
… “Scientists learn skills better when they are taught in a domain-specific way than when you shuttle them off to 
math and computer science departments,” says Ethan White, an ecologist …

ACM de Waard A
Research Data Management at Elsevier: Supporting 
Networks of Data and Workflows 2016 10.3233/ISU-160805

Sharing research data has the potential to make research more reproducible and efficient. Scientific research is a 
complex process and it is crucial that at the different stages of this process, researchers handle data in a way that 
will allow sharing and reuse. In this paper, we present a framework for the different steps involved in managing 
research data: a hierarchy of research data needs, and describe some of our own ongoing efforts to support these 
needs.Creating a good data ecosystem that supports each of these data needs requires collaboration between all 
parties that are involved in the generation, storage, retrieval and use of data: researchers, librarians, institutions, 
government offices, funders, and also publishers. We are actively collaborating with many other participants in the 
research data field, to develop a data ecosystem that enables data to be more useful, and reusable, throughout 
science and the humanities.

open data, research data management, 
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scholarly publishing, data sharing, 
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PoP-GS J Klinginsmith Reproducibility in Scientific Computing
… Hutson [8] discussed the reproducibility crisis in artificial … AI is dealing with issues in reproducibility. He mentions 
one of … to do complex computer science experimentation in areas …

PoP-GS Kjensmo, Sigbjørn Research method in AI: Reproducibility of results via citation: CN Nilsen

Reproducibility of published computational research has seen increased interest the last twenty years. Regardless of 
academic field and the impact-factor of journals, studies of reproducibility of computational research have found low rates of 
reproducibility. Common issues relate to the availability of source code and data, even when original authors attempt to 
reproduce their own published research.
In this thesis, we investigate the state of reproducibility in artificial intelli- gence research. The objective is not to reproduce 
experiments, but to investigate and quantify the state of reproducibility in artificial intelligence research. Two hy- potheses 
were investigated: 1) Documentation of AI research is not good enough to reproduce results, and 2) Documentation 
practices have improved in recent years. 400 research papers from two instalments of two top AI conference series, IJCAI 
and AAAI, have been surveyed to investigate the hypotheses. The results of our survey support the first hypothesis, but not 
the second. While common usage of public datasets is widespread, sharing of code is lagging behind. Facilitating sharing of 
source code, and data without disrupting the peer review process are necessary to improve the situation.
The contribution efforts of the research in this thesis are: (i) a survey design for evaluating documentation of published 
papers, (ii) an evaluation of two leading AI conference series, and (iii) suggested incentives to facilitate the reproducibility of 
AI research. Ergänzt

PoP-GS GW Sileshi
Analytic transparency is key for reproducibility of 
agricultural research 2023 10.1186/s43170-023-00144-8

There are growing concerns over the failure of attempts to confirm findings from past studies in various disciplines, and this 
problem is now known as the “reproducibility crisis” or “replication crisis”. In the agricultural sciences, this problem has 
remained unappreciated, underreported and there are deficiencies in efforts to tackle it. According to a recent analysis, it is 
difficult to reproduce on-farm experiments due to the lack of research transparency. Non-reproducible research does not only 
waste resources, but it can also slow down scientific progress and undermine public trust. In this commentary, my aim is to 
draw attention to the evolving concepts and terminology used in characterizing reproducibility and the common reasons for 
non-reproducibility of past research. I argue that analytic transparency is not only key for reproducibility of research but it can 
facilitate systematic reviews, meta-analyses and evidence mapping to guide formulation of evidence-based policies and 
practices. Agricultural Sciences

PoP-GS AS Wagner, C Maumet, M Ganz…
10 years of reproducibility in biomedical research: how 
can we achieve generalizability and fairness? 2023

10 years ago, a series of publications pointed to the difficulty of reproducing scientific findings. This reproducibility crisis was 
a wake-up call for scientific communities to rethink how we practice and communicate research, and an important driver 
towards greater transparency and robust results. Ever since, biomedical imaging undertook various efforts to overcome 
reproducibility issues: From increasing sample sizes for higher statistical power, to data sharing and increased collaborations 
to acquire such samples, and promoting detailed reporting practices and code sharing to ease computational reproducibility. 
But where are we standing with respect to reproducible biomedical imaging now? We discuss recent advances and open 
questions, and focus on how the conversation has moved beyond efforts to reduce false positive findings to broader 
questions of generalizability and fairness. How does a finding observed in a given group apply to the population at large? 
How does a finding obtained with one analysis vary when computed using another tool? How does a finding observed in a 
given group apply to subgroups of that population, in particular to less represented subgroups? How can open science help 
with the complex questions of building fair algorithms and fairness in who participates in the process of science? Biomedicine

PoP-GS D Pokutnaya, B Childers…

An implementation framework to improve the 
transparency and reproducibility of computational 
models of infectious diseases 2023

Computational models of infectious diseases have become valuable tools for research and the public health response 
against epidemic threats. The reproducibility of computational models has been limited, undermining the scientific process 
and possibly trust in modeling results and related response strategies, such as vaccination. We translated published 
reproducibility guidelines from a wide range of scientific disciplines into an implementation framework for improving 
reproducibility of infectious disease computational models. The framework comprises 22 elements that should be described, 
grouped into 6 categories: computational environment, analytical software, model description, model implementation, data, 
and experimental protocol. The framework can be used by scientific communities to develop actionable tools for sharing 
computational models in a reproducible way. Epidemiology

PoP-GS
AC Quiroga Gutierrez, DJ 
Lindegger…

Reproducibility and Scientific Integrity of Big Data 
Research in Urban Public Health and Digital 
Epidemiology: A Call to Action 2023 10.3390/ijerph20021473

The emergence of big data science presents a unique opportunity to improve public-health research practices. Because 
working with big data is inherently complex, big data research must be clear and transparent to avoid reproducibility issues 
and positively impact population health. Timely implementation of solution-focused approaches is critical as new data 
sources and methods take root in public-health research, including urban public health and digital epidemiology. This 
commentary highlights methodological and analytic approaches that can reduce research waste and improve the 
reproducibility and replicability of big data research in public health. The recommendations described in this commentary, 
including a focus on practices, publication norms, and education, are neither exhaustive nor unique to big data, but, 
nonetheless, implementing them can broadly improve public-health research. Clearly defined and openly shared guidelines 
will not only improve the quality of current research practices but also initiate change at multiple levels: the individual level, 
the institutional level, and the international level.

reproducibility; big data; digital epidemiology; 
urban public health Epidemiology, Public Health

PoP-GS K TSIMA The reproducibility issues that haunt health-care AI 2023
… faces a reproducibility crisis, says Sayash Kapoor, a PhD candidate in computer science at … of computational prediction, 
Kapoor discovered reproducibility failures and pitfalls in 329 … Health Care



ACM Feger SS,Pertiwi C,Bonaiuti E

Research Data Management Commitment Drivers: An 
Analysis of Practices, Training, Policies, Infrastructure, 
and Motivation in Global Agricultural Science 2022 10.1145/3555213

Scientists largely acknowledge the value of research data management (RDM) to enable reproducibility and reuse. But, RDM 
practices are not sufficiently rewarded within the traditional academic reputation economy. Recent work showed that 
emerging RDM tools can offer new incentives and rewards. But, the design of such platforms and scientists' commitment to 
RDM is contingent on additional factors, including policies, training, and several types of personal motivation. To date, 
studies focused on investigating single or few of those RDM components within a given environment. In contrast, we 
conducted three studies within a global agricultural science organization, to provide a more complete account of RDM 
commitment drivers: one survey study (n = 23) and two qualitative explorations of regulatory frameworks (n = 17), as well as 
motivation, infrastructure, and training components (n = 13). Based on the sum of findings, we contribute to the triangulation 
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PoP-GS
J Karr, RS Malik-Sheriff, J Osborne, 
G Gonzalez-Parra…

Model integration in computational biology: the role of 
reproducibility, credibility and utility 2022

During the COVID-19 pandemic, mathematical modeling of disease transmission has become a cornerstone of key state 
decisions. To advance the state-of-the-art host viral modeling to handle future pandemics, many scientists working on related 
issues assembled to discuss the topics. These discussions exposed the reproducibility crisis that leads to inability to reuse 
and integrate models. This document summarizes these discussions, presents difficulties, and mentions existing efforts 
towards future solutions that will allow future model utility and integration. We argue that without addressing these 
challenges, scientists will have diminished ability to build, disseminate, and implement high-impact multi-scale modeling that is 
needed to understand the health crises we face.

Credibility, Cornerstone, Computer science, 
Pandemic, Dissemination, Data science, 
Computational model, Reuse, Management 
science, Coronavirus disease 2019 (COVID-19), 
Key (lock), Risk analysis (engineering) Biocomputing

PoP-GS
N Karathanasis, D Hwang, V 
Heng… Reproducibility efforts as a teaching tool: A pilot study 2022

The “replication crisis” is a methodological problem in which many scientific research findings have been difficult or impossible 
to replicate. Because the reproducibility of empirical results is an essential aspect of the scientific method, such failures 
endanger the credibility of theories based on them and possibly significant portions of scientific knowledge. An instance of 
the replication crisis, analytic replication, pertains to reproducing published results through computational reanalysis of the 
authors’ original data. However, direct replications are costly, time-consuming, and unrewarded in today’s publishing 
standards. We propose that bioinformatics and computational biology students replicate recent discoveries as part of their 
curriculum. Considering the above, we performed a pilot study in one of the graduate-level courses we developed and 
taught at our University. The course is entitled Intro to R Programming and is meant for students in our Master’s and PhD 
programs who have little to no programming skills. As the course emphasized real-world data analysis, we thought it would 
be an appropriate setting to carry out this study. The primary objective was to expose the students to real biological data 
analysis problems. These include locating and downloading the needed datasets, understanding any underlying 
conventions and annotations, understanding the analytical methods, and regenerating multiple graphs from their assigned 
article. The secondary goal was to determine whether the assigned articles contained sufficient information for a graduate-
level student to replicate its figures. Overall, the students successfully reproduced 39% of the figures. The main obstacles 
were the need for more advanced programming skills and the incomplete documentation of the applied methods. Students 
were engaged, enthusiastic, and focused throughout the semester. We believe that this teaching approach will allow 
students to make fundamental scientific contributions under appropriate supervision. It will teach them about the scientific 
process, the importance of reporting standards, and the importance of openness. Biocomputing

PoP-GS
H Suetake, T Fukusato, T Igarashi, 
T Ohta

A workflow reproducibility scale for automatic validation 
of biological interpretation results 2022 10.1101/2022.10.11.511695.abstract

Background: Reproducibility of data analysis workflow is a key issue in the field of bioinformatics. Recent computing 
technologies, such as virtualization, have made it possible to reproduce workflow execution with ease. However, the 
reproducibility of results is not well discussed; that is, there is no standard way to verify whether the biological interpretation 
of reproduced results are the same. Therefore, it still remains a challenge to automatically evaluate the reproducibility of 
results.
Results: We propose a new metric, a reproducibility scale of workflow execution results, to evaluate the reproducibility of 
results. This metric is based on the idea of evaluating the reproducibility of results using biological feature values (e.g., 
number of reads, mapping rate, and variant frequency) representing their biological interpretation. We also implemented a 
prototype system that automatically evaluates the reproducibility of results using the proposed metric. To demonstrate our 
approach, we conducted an experiment using workflows used by researchers in real research projects and the use cases 
that are frequently encountered in the field of bioinformatics.
Conclusions: Our approach enables automatic evaluation of the reproducibility of results using a fine-grained scale. By 
introducing our approach, it is possible to evolve from a binary view of whether the results are superficially identical or not to 
a more graduated view. We believe that our approach will contribute to more informed discussion on reproducibility in 
bioinformatics. Biology

PoP-GS G Chure

Be Prospective, Not Retrospective: A Philosophy for 
Advancing Reproducibility in Modern Biological 
Research 2022

The ubiquity of computation in modern scientific research inflicts new challenges for reproducibility. While most journals now 
require code and data be made available, the standards for organization, annotation, and validation remain lax, making the 
data and code often difficult to decipher or practically use. I believe that this is due to the documentation, collation, and 
validation of code and data only being done in retrospect. In this essay, I reflect on my experience contending with these 
challenges and present a philosophy for prioritizing reproducibility in modern biological research where balancing 
computational analysis and wet-lab experiments is commonplace. Modern tools used in scientific workflows (such as GitHub 
repositories) lend themselves well to this philosophy where reproducibility begins at project inception, not completion. To that 
end, I present and provide a programming-language agnostic template architecture that can be immediately copied and 
made bespoke to your next paper, whether your lab work is wet, dry, or somewhere in between. Biology

PoP-GS K Roper, A Abdel-Rehim…
Testing the reproducibility and robustness of the 
cancer biology literature by robot 2022 10.1098/rsif.2021.0821

Scientific results should not just be ‘repeatable’ (replicable in the same laboratory under identical conditions), but also 
‘reproducible’ (replicable in other laboratories under similar conditions). Results should also, if possible, be ‘robust’ (replicable 
under a wide range of conditions). The reproducibility and robustness of only a small fraction of published biomedical results 
has been tested; furthermore, when reproducibility is tested, it is often not found. This situation is termed ‘the reproducibility 
crisis', and it is one the most important issues facing biomedicine. This crisis would be solved if it were possible to automate 
reproducibility testing. Here, we describe the semi-automated testing for reproducibility and robustness of simple statements 
(propositions) about cancer cell biology automatically extracted from the literature. From 12 260 papers, we automatically 
extracted statements predicted to describe experimental results regarding a change of gene expression in response to drug 
treatment in breast cancer, from these we selected 74 statements of high biomedical interest. To test the reproducibility of 
these statements, two different teams used the laboratory automation system Eve and two breast cancer cell lines (MCF7 
and MDA-MB-231). Statistically significant evidence for repeatability was found for 43 statements, and significant evidence 
for reproducibility/robustness in 22 statements. In two cases, the automation made serendipitous discoveries. The 
reproduced/robust knowledge provides significant insight into cancer. We conclude that semi-automated reproducibility 
testing is currently achievable, that it could be scaled up to generate a substantive source of reliable knowledge and that 
automation has the potential to mitigate the reproducibility crisis. Biology

PoP-GS S Samuel, B König-Ries

End-to-End provenance representation for the 
understandability and reproducibility of scientific 
experiments using a semantic approach 2022 10.1186/s13326-021-00253-1

Background: The advancement of science and technologies play an immense role in the way scientific experiments are 
being conducted. Understanding how experiments are performed and how results are derived has become significantly more 
complex with the recent explosive growth of heterogeneous research data and methods. Therefore, it is important that the 
provenance of results is tracked, described, and managed throughout the research lifecycle starting from the beginning of 
an experiment to its end to ensure reproducibility of results described in publications. However, there is a lack of 
interoperable representation of end-to-end provenance of scientific experiments that interlinks data, processing steps, and 
results from an experiment’s computational and non-computational processes.
Results: We present the “REPRODUCE-ME” data model and ontology to describe the end-to-end provenance of scientific 
experiments by extending existing standards in the semantic web. The ontology brings together different aspects of the 
provenance of scientific studies by interlinking non-computational data and steps with computational data and steps to Biomedicine

PoP-GS L Chiriboga, GM Callis, Y Wang…

Guide for collecting and reporting metadata on 
protocol variables and parameters from slide-based 
histotechnology assays to enhance reproducibility 2022 10.1080/01478885.2022.2134022

The central tenet of scientific research is the rigorous application of the scientific method to experimental design, analysis, 
interpretation, and reporting of results. In order to confer validity to a hypothesis, experimental details must be transparent 
and results must be reproducible. Failure to achieve this minimum indicates a deficiency in rationale, design, and/or 
execution, necessitating further experimental refinement or hypothesis reformulation. More importantly, rigorous application 
of the scientific method advances scientific knowledge by enabling others to identify weaknesses or gaps that can be 
exploited by new ideas or technology that inevitably extend, improve, or refine a hypothesis. Experimental details, described 
in manuscript materials and methods, are the principal vehicle used to communicate procedures, techniques, and resources 
necessary for experimental reproducibility. Recent examination of the biomedical literature has shown that many published 
articles lack sufficiently detailed methodological information to reproduce experiments. There are few broadly established 
practice guidelines and quality assurance standards in basic biomedical research. The current paper provides a framework of 
best practices to address the lack of reporting of detailed materials and methods that is pervasive in histological slide-based 
assays. Our goal is to establish a structured framework that highlights the key factors necessary for thorough collection of 
metadata and reporting of slide-based assays.

Reproducibility, metadata, protocol, slide-based 
assay, histotechniques Biomedicine



PoP-GS M Siebert

Reproducibility in therapeutic research: a survey on 
data sharing in the biomedical literature and clinical 
trials in marketing authorizations 2022

Several researchers in biomedicine have described a reproducibility crisis. Various open science practices may maximize 
reproducibility. This thesis focuses on data sharing and its extent in the biomedical sciences. In the first part, we wanted to 
explore the implementation of the data sharing policy of the International Committee of Medical Journal Editors (ICMJE), 
which came into effect in July 2018. Implementation of the data sharing requirements in journal policies was suboptimal for 
ICMJE member journals and poor for ICMJE affiliated journals. In a second step, we conducted a scoping review to explore 
the impact of data-sharing initiatives on the intent to share data, actual data sharing, use of shared data, and research 
output and impact of shared data. We concluded that there is currently a gap in the evidence base regarding the impact of 
sharing individual patient data, resulting in uncertainties in implementing current data sharing policies. Researchers have 
high intentions to share data but rarely do so. In the third part of the thesis, the emphasis was on transparency regarding 
clinical trials in drug regulatory frameworks. We tried to reanalyze 62 studies marked as main trials in marketing authorization 
applications. Our results showed that individual patient data was available for only 10 of 62 trials (16.1%). The clear 
message from this research is that clinical trial data for licensed drugs remains inaccessible to the public and the research 
community. Importantly, re-analyzes of the few trials with available data showed good reproducibility. In the final part, we 
suggest ideas on advancing open science methods in drug regulatory contexts. In summary, we concluded that sharing data 
in the biomedical literature is substandard. The main factors are the absence of mandatory data sharing policies on journals, 
publishers, and regulatory agencies. Adequate policies need to be implemented. Reproducibility, Transparency, Clinical Trials Biomedicine

PoP-GS MF Czapanskiy, RS Beltran
How Reproducibility Will Accelerate Discovery Through 
Collaboration in Physio-Logging 2022 10.3389/fphys.2022.917976

What new questions could ecophysiologists answer if physio-logging research was fully reproducible? We argue that 
technical debt (computational hurdles resulting from prioritizing short-term goals over long-term sustainability) stemming from 
insufficient cyberinfrastructure (field-wide tools, standards, and norms for analyzing and sharing data) trapped physio-logging 
in a scientific silo. This debt stifles comparative biological analyses and impedes interdisciplinary research. Although physio-
loggers (e.g., heart rate monitors and accelerometers) opened new avenues of research, the explosion of complex datasets 
exceeded ecophysiology’s informatics capacity. Like many other scientific fields facing a deluge of complex data, 
ecophysiologists now struggle to share their data and tools. Adapting to this new era requires a change in mindset, from 
“data as a noun” (e.g., traits, counts) to “data as a sentence”, where measurements (nouns) are associate with 
transformations (verbs), parameters (adverbs), and metadata (adjectives). Computational reproducibility provides a framework 
for capturing the entire sentence. Though usually framed in terms of scientific integrity, reproducibility offers immediate 
benefits by promoting collaboration between individuals, groups, and entire fields. Rather than a tax on our productivity that 
benefits some nebulous greater good, reproducibility can accelerate the pace of discovery by removing obstacles and 
inviting a greater diversity of perspectives to advance science and society. In this article, we 1) describe the computational 
challenges facing physio-logging scientists and connect them to the concepts of technical debt and cyberinfrastructure, 2) 
demonstrate how other scientific fields overcame similar challenges by embracing computational reproducibility, and 3) 
present a framework to promote computational reproducibility in physio-logging, and bio-logging more generally. Ecophysiology

PoP-GS C Howe, JA Tullis
Context for Reproducibility and Replicability in 
Geospatial Unmanned Aircraft Systems 2022

Multiple scientific disciplines face a so-called crisis of reproducibility and replicability (R&R) in which the validity of 
methodologies is questioned due to an inability to confirm experimental results. Trust in information technology (IT)-intensive 
workflows within geographic information science (GIScience), remote sensing, and photogrammetry depends on solutions to 
R&R challenges affecting multiple computationally driven disciplines. To date, there have only been very limited efforts to 
overcome R&R-related issues in remote sensing workflows in general, let alone those tied to unmanned aircraft systems 
(UAS) as a disruptive technology. This review identifies key barriers to, and suggests best practices for, R&R in geospatial 
UAS workflows as well as broader remote sensing applications. We examine both the relevance of R&R as well as existing 
support for R&R in remote sensing and photogrammetry assisted UAS workflows. Key barriers include: (1) awareness of time 
and resource requirements, (2) accessibility of provenance, metadata, and version control, (3) conceptualization of 
geographic problems, and (4) geographic variability between study areas. R&R in geospatial UAS applications can be 
facilitated through augmented access to provenance information for authorized stakeholders, and the establishment of R&R 
as an important aspect of UAS and related research design. Where ethically possible, future work should exemplify best 
practices for R&R research by publishing access to open data sets and workflows. Future work should also explore new 
avenues for access to source data, metadata, provenance, and methods to adapt principles of R&R according to 
geographic variability and stakeholder requirements.

reproducibility; replicability; UAS; remote sensing 
workflows; photogrammetry Geosciences

PoP-GS
R Reinecke, T Trautmann, T 
Wagener… The critical need to foster computational reproducibility 2022

The climate crisis illustrates the critical need for earth and environmental models to assess the Earth’s past and future by 
translating emissions into climate signals and subsequent impacts regarding floods, droughts, or heatwaves, as well as 
future resource availability. While computational models grow in relevance by guiding policies and public discourse, our trust 
in these models is put to the test. A recent study estimates that 93% of hydrology and water resources published studies 
cannot be reproduced. In this perspective, we question whether we are amid a reproducibility crisis in the computational 
earth sciences and peek behind the curtain of everyday research. Software development has become an integral part of 
research in most areas, including the earth sciences, where computational models and data processing algorithms become 
increasingly sophisticated to solve the challenges of our time. Paradoxically, this development poses a threat to scientific 
progress: Reproducibility, as an essential pillar of science, is increasingly difficult to reach or even to test. This trend is 
particularly worrisome as scientific results have potentially controversial implications for stakeholders and policymakers and 
may influence public opinion and decisions for a long time. In recent years, progress towards Open Science has led to more 
publishers demanding access to data and source code alongside peer-reviewed manuscripts; but recent studies still find that 
less reproducible research may be even cited more frequently. We argue that we insufficiently understand how the earth 
science community currently attempts to reproduce computational results and what challenges they face in this effort. To 
what do scientists attribute this lack of reproducibility in computational earth sciences, and what are possible solutions? In 
this perspective we survey the community on what they think is necessary and paint a picture of a future that fosters 
reproducible computational science and thus trust. Geosciences

ACM Urkullu A,Pérez A,Calvo B
Are the Statistical Tests the Best Way to Deal with the 
Biomarker Selection Problem? 2022 10.1007/s10115-022-01677-6

Statistical tests are a powerful set of tools when applied correctly, but unfortunately the extended misuse of them has 
caused great concern. Among many other applications, they are used in the detection of biomarkers so as to use the 
resulting p-values as a reference with which the candidate biomarkers are ranked. Although statistical tests can be used to 
rank, they have not been designed for that use. Moreover, there is no need to compute any p-value to build a ranking of 
candidate biomarkers. Those two facts raise the question of whether or not alternative methods which are not based on the 
computation of statistical tests that match or improve their performances can be proposed. In this paper, we propose two 
alternative methods to statistical tests. In addition, we propose an evaluation framework to assess both statistical tests and 
alternative methods in terms of both the performance and the reproducibility. The results indicate that there are alternative 
methods that can match or surpass methods based on statistical tests in terms of the reproducibility when processing real 
data, while maintaining a similar performance when dealing with synthetic data. The main conclusion is that there is room for 
the proposal of such alternative methods.

Biomarker selection, Reproducibility, Statistical 
tests, Differential methylation detection Life Sciences

ACM Longworth S,Chalmers A,Duine M

CiteAb for Researchers and Suppliers: How Identifying 
Product Citations from Publications Can Help 
Accelerate Science 2022 10.3233/ISU-220158

The monumental waste of time and money when the incorrect reagent is purchased is a prevalent problem in life science 
research. CiteAb is an innovative technology company that has developed unique data collection technology to identify 
product citations from the scientific literature in order to solve this problem. Citation data powers a search engine which ranks 
products by citation count. This provides researchers with a simple, unbiased and reliable method to identify the best 
reagent for their experiment. CiteAb then saw an opportunity to provide citation-based data products to reagent suppliers 
and financial companies to maximise their business performance, reach and impact. CiteAb technology is estimated to have 
saved the life science industry $10 billion, ultimately helping accelerate science. This success has driven sustained revenue 
growth with no external investment. This article will give an overview of CiteAb’s technology, products, impact and future 
directions, including the potential for partnerships with publishers.

reagent citations, Market data, data mining, 
search engine, reproducibility Life Sciences

ACM
Belciug S,Ivanescu RC,Popa 
SD,Iliescu DG

Doctor/Data Scientist/Artificial Intelligence 
Communication Model. Case Study 2022 10.1016/j.procs.2022.11.143

The last two years have taught us that we need to change the way we practice medicine. Due to the COVID-19 pandemic, 
obstetrics and gynecology setting has changed enormously. Monitoring pregnant women prevents deaths and 
complications. Doctors and computer data scientists must learn to communicate and work together to improve patients’ 
health. In this paper we present a good practice example of a competitive/collaborative communication model for doctors, 
computer scientists and artificial intelligence systems, for signaling fetal congenital anomalies in the second trimester 
morphology scan.

computer aided medical diagnosis, deep learning, 
congenital anomalies, statistics, second trimester 
morphology, statistical learning Medizin



PoP-GS C Fell, M Mohammadi, D Morrison…
Reproducibility of deep learning in digital pathology 
whole slide image analysis 2022

For a method to be widely adopted in medical research or clinical practice, it needs to be reproducible so that clinicians and 
regulators can have confidence in its use. Machine learning and deep learning have a particular set of challenges around 
reproducibility. Small differences in the settings or the data used for training a model can lead to large differences in the 
outcomes of experiments. In this work, three top-performing algorithms from the Camelyon grand challenges are reproduced 
using only information presented in the associated papers and the results are then compared to those reported. Seemingly 
minor details were found to be critical to performance and yet their importance is difficult to appreciate until the actual 
reproduction is attempted. We observed that authors generally describe the key technical aspects of their models well but fail 
to maintain the same reporting standards when it comes to data preprocessing which is essential to reproducibility. As an 
important contribution of the present study and its findings, we introduce a reproducibility checklist that tabulates information 
that needs to be reported in histopathology ML-based work in order to make it reproducible. Medizin

PoP-GS
SJ Wagner, C Matek, SS 
Boushehri, M Boxberg…

Built to last? Reproducibility and Reusability of Deep 
Learning Algorithms in Computational Pathology 2022 10.1101/2022.05.15.22275108.abstract

Recent progress in computational pathology has been driven by deep learning. While code and data availability are 
essential to reproduce findings from preceding publications, ensuring a deep learning model’s reusability is more challenging. 
For that, the codebase should be well-documented and easy to integrate in existing workflows, and models should be robust 
towards noise and generalizable towards data from different sources. Strikingly, only a few computational pathology 
algorithms have been reused by other researchers so far, let alone employed in a clinical setting.
To assess the current state of reproducibility and reusability of computational pathology algorithms, we evaluated peer-
reviewed articles available in Pubmed, published between January 2019 and March 2021, in five use cases: stain 
normalization, tissue type segmentation, evaluation of cell-level features, genetic alteration prediction, and direct extraction 
of grading, staging, and prognostic information. We compiled criteria for data and code availability, and for statistical result 
analysis and assessed them in 161 publications. We found that only one quarter (42 out of 161 publications) made code 
publicly available and thus fulfilled our minimum requirement for reproducibility and reusability. Among these 42 papers, three 
quarters (30 out of 42) analyzed their results statistically, less than half (20 out of 42) have released their trained model 
weights, and only about a third (16 out of 42) used an independent cohort for evaluation.
This review highlights candidates for reproducible and reusable algorithms in computational pathology. It is intended for both 
pathologists interested in deep learning, and researchers applying deep learning algorithms to computational pathology 
challenges. We provide a list of reusable data handling tools and a detailed overview of the publications together with our 
criteria for reproducibility and reusability. Pathology

PoP-GS LL Sanchez Reyes, EJ McTavish

Approachable case studies support learning and 
reproducibility in data science: An example from 
evolutionary biology 2022 10.1080/26939169.2022.2099487

Research reproducibility is essential for scientific development. Yet, rates of reproducibility are low. As increasingly more 
research relies on computers and software, efforts for improving reproducibility rates have focused on making research 
products digitally available, such as publishing analysis workflows as computer code, and raw and processed data in 
computer readable form. However, research products that are digitally available are not necessarily friendly for learners and 
interested parties with little to no experience in the field. This renders research products unapproachable, counteracts their 
availability, and hinders scientific reproducibility. To improve both short- and long-term adoption of reproducible scientific 
practices, research products need to be made approachable for learners, the researchers of the future. Using a case study 
within evolutionary biology, we identify aspects of research workflows that make them unapproachable to the general 
audience: use of highly specialized language; unclear goals and high cognitive load; and lack of trouble-shooting examples. 
We propose principles to improve the unapproachable aspects of research workflows and illustrate their application using an 
online teaching resource. We elaborate on the general application of these principles for documenting research products 
and teaching materials, to provide present learners and future researchers with tools for successful scientific reproducibility. 
Supplementary materials for this article are available online.

Datelife, Open science, Open Tree of Life, 
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ACM

Assenmacher D,Weber D,Preuss 
M,Calero Valdez A,Bradshaw 
A,Ross B,Cresci S,Trautmann 
H,Neumann F,Grimme C

Benchmarking Crisis in Social Media Analytics: A 
Solution for the Data-Sharing Problem 2022 10.1177/08944393211012268

Computational social science uses computational and statistical methods in order to evaluate social interaction. The public 
availability of data sets is thus a necessary precondition for reliable and replicable research. These data allow researchers to 
benchmark the computational methods they develop, test the generalizability of their findings, and build confidence in their 
results. When social media data are concerned, data sharing is often restricted for legal or privacy reasons, which makes the 
comparison of methods and the replicability of research results infeasible. Social media analytics research, consequently, 
faces an integrity crisis. How is it possible to create trust in computational or statistical analyses, when they cannot be 
validated by third parties? In this work, we explore this well-known, yet little discussed, problem for social media analytics. We 
investigate how this problem can be solved by looking at related computational research areas. Moreover, we propose and 
implement a prototype to address the problem in the form of a new evaluation framework that enables the comparison of 
algorithms without the need to exchange data directly, while maintaining flexibility for the algorithm design.

social media analytics, social computing, 
benchmarking, reproducibility Social Science

ACM Breznau N
Integrating Computer Prediction Methods in Social 
Science: A Comment on Hofman et al. (2021) 2022 10.1177/08944393211049776

Machine learning and other computer-driven prediction models are one of the fastest growing trends in computational social 
science. These methods and approaches were developed in computer science and with different goals and epistemologies 
than those in social science. The most obvious difference being a focus on prediction versus explanation. Predictive 
modeling offers great potential for improving research and theory development, but its adoption poses some challenges and 
creates new problems. For this reason, Hofman et al. published recommendations for more effective integration of predictive 
modeling into social science. In this communication, I review their recommendations and expand on some additional 
concerns related to current practices and whether prediction can effectively serve the goals of most social scientists. Overall, 
I argue they provide a sound set of guidelines and a classification scheme that will serve those of us working in 
computational social science.

integration of computer and social science, 
predictive modeling, machine learning, social 
science epistemology, explanatory modeling Social Science

PoP-GS JW Moody, LA Keister, MC Ramos Reproducibility in the social sciences 2022 10.1146/annurev-soc-090221-035954

Concern over social scientists’ inability to reproduce empirical research has spawned a vast and rapidly growing literature. 
The size and growth of this literature make it difficult for newly interested academics to come up to speed. Here, we provide a 
formal text modeling approach to characterize the entirety of the field, which allows us to summarize the breadth of this 
literature and identify core themes. We construct and analyze text networks built from 1,947 articles to reveal differences 
across social science disciplines within the body of reproducibility publications and to discuss the diversity of subtopics 
addressed in the literature. This field-wide view suggests that reproducibility is a heterogeneous problem with multiple 
sources for errors and strategies for solutions, a finding that is somewhat at odds with calls for largely passive remedies 
reliant on open science. We propose an alternative rigor and reproducibility model that takes an active approach to rigor prior 
to publication, which may overcome some of the shortfalls of the postpublication model. data replication, reproducibility Social Science

PoP-GS J POONGAVANAN

A GLIMPSE INTO THE REPRODUCIBILITY OF 
SCIENTIFIC PAPERS IN MOVEMENT ECOLOGY: 
HOW ARE WE DOING? 2021

Reproducibility is the earmark of science and thus Movement Ecology as well. However, studies in disciplines such as biology 
and geosciences have shown that published work is rarely reproducible. Ensuring reproducibility is not a mandatory part of 
the research process and thus there are no clear procedures in place to assess the reproducibility of scientific articles. In this 
study we put forward a reproducibility workflow scoring sheet based on six criteria that lead to successful reproducible 
papers. The reproducibility workflow can be used by authors to evaluate the reproducibility of their studies before publication 
and reviewers to evaluate the reproducibility of scientific papers. To assess the state of reproducibility in Movement Ecology, 
we attempted to reproduce the results from Movement Ecology papers that use behavioral pattern identification methods. 
We selected 75 papers published in several journals from 2010- 2020. According to our proposed reproducibility workflow, 
sixteen studies reflected at least some reproducibility (scores ≥ 4). In particular, we were only able to obtain the data for 16 
out of 75 papers. Out of these, a minority of papers also provided code with the data (6 out of the 16 studies). Out of the 6 
studies that made both data and code available, only four studies reflected a
high level of reproducibility (scores ≥ 9) owing it to good code annotation and execution. Based on our findings, we 
proposed guidelines for authors, journals and academic institutions to enhance the state of reproducibility in Movement 
Ecology. Ecology



PoP-GS GM Huebner, MJ Fell, NE Watson
Improving energy research practices: guidance for 
transparency, reproducibility and quality 2021

Energy use is of crucial importance for the global challenge of climate change, and also is an essential part of daily life. 
Hence, research on energy needs to be robust and valid. Other scientific disciplines have experienced a reproducibility crisis, 
i.e. existing findings could not be reproduced in new studies. The ‘TReQ’ approach is recommended to improve research 
practices in the energy field and arrive at greater transparency, reproducibility and quality. A highly adaptable suite of tools is 
presented that can be applied to energy research approaches across this multidisciplinary and fast-changing field. In 
particular, the following tools are introduced – preregistration of studies, making data and code publicly available, using 
preprints, and employing reporting guidelines – to heighten the standard of research practices within the energy field. The 
wider adoption of these tools can facilitate greater trust in the findings of research used to inform evidence-based policy and 
practice in the energy field.

energy; open data and code; open science; 
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transparency Energy Research

PoP-GS
L Ma, EA Peterson, IJ Shin, J 
Muesse, K Marino…

NPARS—A Novel Approach to Address Accuracy and 
Reproducibility in Genomic Data Science 2021 10.3389/fdata.2021.725095

Background: Accuracy and reproducibility are vital in science and presents a significant challenge in the emerging discipline 
of data science, especially when the data are scientifically complex and massive in size. Further complicating matters, in the 
field of genomic-based science high-throughput sequencing technologies generate considerable amounts of data that 
needs to be stored, manipulated, and analyzed using a plethora of software tools. Researchers are rarely able to reproduce 
published genomic studies.
Results: Presented is a novel approach which facilitates accuracy and reproducibility for large genomic research data sets. 
All data needed is loaded into a portable local database, which serves as an interface for well-known software frameworks. 
These include python-based Jupyter Notebooks and the use of RStudio projects and R markdown. All software is 
encapsulated using Docker containers and managed by Git, simplifying software configuration management.
Conclusion: Accuracy and reproducibility in science is of a paramount importance. For the biomedical sciences, advances in 
high throughput technologies, molecular biology and quantitative methods are providing unprecedented insights into 
disease mechanisms. With these insights come the associated challenge of scientific data that is complex and massive in 
size. This makes collaboration, verification, validation, and reproducibility of findings difficult. To address these challenges 
the NGS post-pipeline accuracy and reproducibility system (NPARS) was developed. NPARS is a robust software 
infrastructure and methodology that can encapsulate data, code, and reporting for large genomic studies. This paper 
demonstrates the successful use of NPARS on large and complex genomic data sets across different computational 
platforms. Genetics

PoP-GS D Nüst, E Pebesma Practical reproducibility in geography and geosciences 2021 10.1080/24694452.2020.1806028

Reproducible research is often perceived as a technological challenge, but it is rooted in the challenge to improve scholarly 
communication in an age of digitization. When computers become involved and researchers want to allow other scientists to 
inspect, understand, evaluate, and build on their work, they need to create a research compendium that includes the code, 
data, computing environment, and script-based workflows used. Here, we present the state of the art for approaches to 
reach this degree of computational reproducibility, addressing literate programming and containerization while paying 
attention to working with geospatial data (digital maps, geographic information systems). We argue that all researchers 
working with computers should understand these technologies to control their computing environment, and we present the 
benefits of reproducible workflows in practice. Example research compendia illustrate the presented concepts and are the 
basis for challenges specific to geography and geosciences. Based on existing surveys and best practices from different 
scientific domains, we conclude that researchers today can overcome many barriers and achieve a very high degree of 
reproducibility. If the geography and geosciences communities adopt reproducibility and the underlying technologies in 
practice and in policies, they can transform the way researchers conduct and communicate their work toward increased 
transparency, understandability, openness, trust, productivity, and innovation.

computational reproducibility, reproducible 
research, scholarly communication Geosciences

PoP-GS
E Desjardins, J Kurtz, N Kranke, A 
Lindeza…

Beyond standardization: improving external validity 
and reproducibility in experimental evolution 2021

Discussions of reproducibility are casting doubts on the credibility of experimental outcomes in the life sciences. Although 
experimental evolution is not typically included in these discussions, this field is also subject to low reproducibility, partly 
because of the inherent contingencies affecting the evolutionary process. A received view in experimental studies more 
generally is that standardization (i.e., rigorous homogenization of experimental conditions) is a solution to some issues of 
significance and internal validity. However, this solution hides several difficulties, including a reduction of external validity and 
reproducibility. After explaining the meaning of these two notions in the context of experimental evolution, we import from the 
fields of animal research and ecology and suggests that systematic heterogenization of experimental factors could prove a 
promising alternative. We also incorporate into our analysis some philosophical reflections on the nature and diversity of 
research objectives in experimental evolution. Life Sciences

PoP-GS R Kelter

Type I and II error rates of Bayesian two-sample tests 
under preliminary assessment of normality in balanced 
and unbalanced designs and its influence on the 
reproducibility of medical research 2021 10.1080/00949655.2021.1925278

Student's two-sample t-test is often used in medical research like randomized controlled trials. To control type I errors, 
normality of the observed data needs to be assessed. In practice, a two-stage procedure is acknowledged: First, a 
preliminary test for normality is conducted. If the test is not significant, the two-sample t-test is applied, and else a 
nonparametric test like Mann–Whitney's U is conducted. It is unknown how Bayesian tests behave under this procedure. A 
simulation study was conducted to study the error rates of these Bayesian alternatives under preliminary assessment of 
normality in balanced and unbalanced designs. Results show that Bayesian counterparts yield 50–60% fewer type I errors at 
the cost of slightly increased type II error rates, and that the two-stage procedure is not recommended in unbalanced 
Bayesian designs. This makes them an attractive alternative for biomedical research, as decreased power can be overcome 
by increasing sample size.

Bayesian two-sample tests, preliminary testing for 
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NR Smalheiser, EE Graetz, Z Yu, J 
Wang

Effect size, sample size and power of forced swim test 
assays in mice: Guidelines for investigators to optimize 
reproducibility 2021

A recent flood of publications has documented serious problems in scientific reproducibility, power, and reporting of 
biomedical articles, yet scientists persist in their usual practices. Why? We examined a popular and important preclinical 
assay, the Forced Swim Test (FST) in mice used to test putative antidepressants. Whether the mice were assayed in a naïve 
state vs. in a model of depression or stress, and whether the mice were given test agents vs. known antidepressants 
regarded as positive controls, the mean effect sizes seen in the experiments were indeed extremely large (1.5–2.5 in 
Cohen’s d units); most of the experiments utilized 7–10 animals per group which did have adequate power to reliably detect 
effects of this magnitude. We propose that this may at least partially explain why investigators using the FST do not perceive 
intuitively that their experimental designs fall short—even though proper prospective design would require ~21–26 animals 
per group to detect, at a minimum, large effects (0.8 in Cohen’s d units) when the true effect of a test agent is unknown. Our 
data provide explicit parameters and guidance for investigators seeking to carry out prospective power estimation for the 
FST. More generally, altering the real-life behavior of scientists in planning their experiments may require developing 
educational tools that allow them to actively visualize the inter-relationships among effect size, sample size, statistical power, 
and replicability in a direct and intuitive manner. Medizin

PoP-GS
MBA McDermott, S Wang, N 
Marinsek…

Reproducibility in machine learning for health research: 
Still a ways to go 2021 10.1126/scitranslmed.abb1655

Machine learning for health must be reproducible to ensure reliable clinical use. We evaluated 511 scientific papers across 
several machine learning subfields and found that machine learning for health compared poorly to other areas regarding 
reproducibility metrics, such as dataset and code accessibility. We propose recommendations to address this problem. Medizin

PoP-GS DR Janero

Tackling the reproducibility problem to empower 
translation of preclinical academic drug discovery: is 
there an answer? 2021 10.1080/17460441.2021.1893690

… , analyze, interpret, record, and report research is inseparable from reproducibility such that proper experimenter training is 
fundamental to addressing the reproducibility problem. … Medizin

PoP-GS M Veronese, G Rizzo, M Belzunce…

Reproducibility of findings in modern PET 
neuroimaging: insight from the NRM2018 grand 
challenge 2021 10.1177/0271678X211015101

The reproducibility of findings is a compelling methodological problem that the neuroimaging community is facing these days. 
The lack of standardized pipelines for image processing, quantification and statistics plays a major role in the variability and 
interpretation of results, even when the same data are analysed. This problem is well-known in MRI studies, where the 
indisputable value of the method has been complicated by a number of studies that produce discrepant results. However, 
any research domain with complex data and flexible analytical procedures can experience a similar lack of reproducibility. In 
this paper we investigate this issue for brain PET imaging. During the 2018 NeuroReceptor Mapping conference, the brain 
PET community was challenged with a computational contest involving a simulated neurotransmitter release experiment. 
Fourteen international teams analysed the same imaging dataset, for which the ground-truth was known. Despite a plurality 
of methods, the solutions were consistent across participants, although not identical. These results should create awareness 
that the increased sharing of PET data alone will only be one component of enhancing confidence in neuroimaging results 
and that it will be important to complement this with full details of the analysis pipelines and procedures that have been used 
to quantify data.

PET, data analysis, data sharing, reproducibility 
crisis, “NRM2018 PET Grand Challenge” Neurosciences



PoP-GS R Nivargi

An Assessment of Reproducibility of Social and 
Behavioral Science Papers Using Supervised Learning 
Models 2021

In the last decade, there has been increased conversation over the "reproducibility crisis" and "replication crisis" in various 
medical, life and behavioral sciences. This thesis focuses on the social and behavioral sciences(SBS) research claims. We try 
to assess prediction of reproducibility of SBS papers using supervised machine learning models. We use a framework of 
feature extraction to retrieve 5 categories of features namely: bibliometric features, venue features, and author features from 
public APIs or open source machine learning libraries with customized parsers, Statistical features by recognizing patterns in 
the body text and semantic features from public APIs or using natural language processing models. These features are 
analyzed using different feature selection methods such as pairwise correlations, mutual information and ANOVA-F values. 
Their importance for predicting a set of human-assessed ground truth labels for the SBS papers was studied. We identify the 
top features based on the feature selection methods by comparing the performance of 10 supervised machine learning 
models.

Reproducibility, Replication, Social and Behavioral 
Sciences

Social and Behavioral 
Sciences

PoP-GS J McLevey, P Browne, T Crick Reproducibility and principled data processing 2021 10.4324/9781003025245-9 ((Buchkapitel)) Social Science

PoP-GS P Hunter

The “industrial” revolution in biomedical research: Data 
explosion and reproducibility crisis drive changes in lab 
workflows 2020 10.15252/embr.202050003

Several factors are driving profound changes in the way life science laboratories organize their workflow, whether in medical 
diagnostics or basic research. A common cause of these changes is the proliferation of the amount of data generated, 
combined with a rapid decline of the cost of producing it. This is demanding ever more exacting quality control to contain 
errors, combined with advanced analytics, including machine learning, to gain meaningful insights or reliable diagnoses. The 
other challenge that imposes changes on laboratory workflow is reproducibility, which has come to a head with mounting 
appreciation that failures to reproduce and validate important results threaten the integrity and reputation of biomedical 
research. Biomedicine

PoP-GS CJ Knox

Reproducibility Crisis in Science: A Discussion of the 
Disregard of ARRIVE Guidelines and Other Shortfalls 
of Pre-Clinical Research Reporting 2020

Science is moving forward at an unmatched pace in today’s society with technological advances allowing scientists to 
complete research which only a decade ago would have seemed like something out of a science-fiction novel. As economic, 
technological and computational advances allow us to design and apply these new tools toward medical advancement and 
innovation, are our foundations in the scientific method, methods documentation, and experimental design in the academic 
research environment being implemented to the fullest of their potential? Lack of reproducibility surrounding the preclinical 
research is trending. Problems with reproducibility in have become a recurrent announcement that produced paper 
retractions after paper retraction, the reason behind these retractions is vast including but not exclusive to, poor study 
design, improper statistical analysis (underpowered studies) and misleading or omitted instruction in the methods section 
(missing key procedural instructions and/or using unsuitable reagents). We can only hope that the assumption that most of 
these irreproducible studies are being reported in error but without malice intent.
Nevertheless, the data are wrong and resources were and are being wasted. Under the assumption that the issues with the 
unreliable research come from poor quality data and not unreliable scientists, we have to ask ourselves what we can do to 
improve our reports and ensure that what we are reporting is true. This translational failure has become very troubling for 
executives, scientists, investors, and taxpayers. There has to be a better system for proper reporting study findings and 
methods. Once implemented this
system should help alleviate the financial, time and trust which currently presents a significant issue.
Herein, we will use data collected through an anonymous survey which will allow us to gain a better understanding of current 
best practices, knowledge, and implementation of the ARRIVE method, reporting best practices. Moreover, this survey may 
allow us to understand why the ARRIVE method is not gaining traction by investigators during reporting. Finally, we will 
discuss potential areas in which peer-review journals can help improve reporting, (ex. instituting a set of study design 
questions that must be answered before manuscript publication or guaranteed publication acceptance following the 
publication of study design to help report both positive and negative data outcomes. Academic science is paramount to the 
development of novel scientific approaches, as such, we must ensure that the data produced and reported are of the 
highest possible quality. Further, we must seal potential gaps in reporting the key elements as defined by the ARRIVE 
method helping to ensure the highest possible quality reporting. Biotechnology

PoP-GS
J Harjes, A Link, T Weibulat, D 
Triebel, G Rambold

FAIR digital objects in environmental and life sciences 
should comprise workflow operation design data and 
method information for repeatability of study setups 
and reproducibility of results 2020 10.1093/database/baaa059/5894776

Repeatability of study setups and reproducibility of research results by underlying data are major requirements in science. 
Until now, abstract models for describing the structural logic of studies in environmental sciences are lacking and tools for 
data management are insufficient. Mandatory for repeatability and reproducibility is the use of sophisticated data 
management solutions going beyond data file sharing. Particularly, it implies maintenance of coherent data along workflows. 
Design data concern elements from elementary domains of operations being transformation, measurement and transaction. 
Operation design elements and method information are specified for each consecutive workflow segment from field to 
laboratory campaigns. The strict linkage of operation design element values, operation values and objects is essential. For 
enabling coherence of corresponding objects along consecutive workflow segments, the assignment of unique identifiers 
and the specification of their relations are mandatory. The abstract model presented here addresses these aspects, and the 
software DiversityDescriptions (DWB-DD) facilitates the management of thusly connected digital data objects and structures. 
DWB-DD allows for an individual specification of operation design elements and their linking to objects. Two workflow design 
use cases, one for DNA barcoding and another for cultivation of fungal isolates, are given. To publish those structured data, 
standard schema mapping and XML-provision of digital objects are essential. Schemas useful for this mapping include the 
Ecological Markup Language, the Schema for Meta-omics Data of Collection Objects and the Standard for Structured 
Descriptive Data. Data pipelines with DWB-DD include the mapping and conversion between schemas and functions for data 
publishing and archiving according to the Open Archival Information System standard. The setting allows for repeatability of 
study setups, reproducibility of study results and for supporting work groups to structure and maintain their data from the 
beginning of a study. The theory of ‘FAIR++’ digital objects is introduced.

Environmental and Life 
Sciences

PoP-GS AL Beam, AK Manrai, M Ghassemi
Challenges to the reproducibility of machine learning 
models in health care 2020

Reproducibility has been an important and intensely debated topic in science and medicine for the past few decades.1 As 
the scientific enterprise has grown in scope and complexity, concerns regarding how well new findings can be reproduced 
and validated across different scientific teams and study populations have emerged. In some instances,2 the failure to 
replicate numerous previous studies has added to the growing concern that science and biomedicine may be in the midst of 
a “reproducibility crisis.” Against this backdrop, high-capacity machine learning models are beginning to demonstrate early 
successes in clinical applications,3 and some have received approval from the US Food and Drug Administration. This new 
class of clinical prediction tools presents unique challenges and obstacles to reproducibility, which must be carefully 
considered to ensure that these techniques are valid and deployed safely and effectively. Health Care

PoP-GS M Nørgaard, M Ganz, C Svarer…
Different preprocessing strategies lead to different 
conclusions: A [11C]DASB-PET reproducibility study 2020 10.1177/0271678X19880450

Positron emission tomography (PET) neuroimaging provides unique possibilities to study biological processes in vivo under 
basal and interventional conditions. For quantification of PET data, researchers commonly apply different arrays of 
sequential data analytic methods (‘‘preprocessing pipeline’’), but it is often unknown how the choice of preprocessing affects 
the final outcome. Here, we use an available data set from a double-blind, randomized, placebo-controlled [11C]DASB-PET 
study as a case to evaluate how the choice of preprocessing affects the outcome of the study. We tested the impact of 384 
commonly used preprocessing strategies on a previously reported positive association between the change from baseline in 
neocortical serotonin transporter binding determined with [11C]DASB-PET, and change in depressive symptoms, following a 
pharmacological sex hormone manipulation intervention in 30 women. The two preprocessing steps that were most critical for 
the outcome were motion correction and kinetic modeling of the dynamic PET data. We found that 36% of the applied 
preprocessing strategies replicated the originally reported finding (p < 0.05). For preprocessing strategies with motion 
correction, the replication percentage was 72%, whereas it was 0% for strategies without motion correction. In conclusion, 
the choice of preprocessing strategy can have a major impact on a study outcome.

Positron emission tomography, preprocessing, 
head motion, partial volume correction, kinetic 
modeling Life Sciences

PoP-GS WM Hensel

Double trouble? The communication dimension of the 
reproducibility crisis in experimental psychology and 
neuroscience 2020 10.1007/s13194-020-00317-6

Most discussions of the reproducibility crisis focus on its epistemic aspect: the fact that the scientific community fails to follow 
some norms of scientific investigation, which leads to high rates of irreproducibility via a high rate of false positive findings. 
The purpose of this paper is to argue that there is a heretofore underappreciated and understudied dimension to the 
reproducibility crisis in experimental psychology and neuroscience that may prove to be at least as important as the epistemic 
dimension. This is the communication dimension. The link between communication and reproducibility is immediate: 
independent investigators would not be able to recreate an experiment whose design or implementation were inadequately 
described. I exploit evidence of a replicability and reproducibility crisis in computational science, as well as research into 
quality of reporting to support the claim that a widespread failure to adhere to reporting standards, especially the norm of 
descriptive completeness, is an important contributing factor in the current reproducibility crisis in experimental psychology 
and neuroscience. Psychology, neuroscience



PoP-GS E Baker, S Vincent
A deafening silence: a lack of data and reproducibility 
in published bioacoustics research? 2019

A study of 100 papers from five journals that make use of bioacoustic recordings shows that only a minority (21%) deposit 
any of the recordings in a repository, supplementary materials section or a personal website. This lack of deposition hinders 
re-use of the raw data by other researchers, prevents the reproduction of a project's analyses and confirmation of its findings 
and impedes progress within the broader bioacoustics community. We make some recommendations for researchers 
interested in depositing their data.

bioacoustics, open data, reproducibility, sound 
libraries, acoustic vouchers Bioacoustics

PoP-GS DRI Godwin
Experimental reproducibility in high-throughput multi-
omic analysis systems 2019

The reproducibility of scientific studies is an important issue facing modern biology. A large number of studies published 
today cannot be reproduced, and the situation has been described as a reproducibility crisis. It has been shown that the 
inclusion of computational analysis within a study, adds a further level of complexity in reproducing the findings in that study. 
Even the reproduction of only the computational component of a study is fraught with difficulty. When provided with the 
source data, a list of the tools used and a protocol, it can still be difficult to produce the same results. One reason for this is 
that variation between different tools, versions, configurations, dependencies, operating systems and hardware, all 
contribute towards variation in the results. The work presented here addresses the problem of reproducibility through the 
design and implementation of a novel reproducible analysis system, Cumulus. The Cumulus system combines technologies 
such as virtualisation and high-throughput workflow systems, to automate the process of fully recording an analysis 
environment. Recording of an analysis environment allows it to be shared and reliably reproduced by other researchers. 
Automating this process enables reproduction of bioinformatic analysis by high-throughput analysis systems. The thesis then 
goes on to show how the Cumulus system was applied to reproduce and amend a published RNA-seq analysis and to 
create a novel proteomic analysis pipeline. This proteomic pipeline was then used in the analysis of a pilot study, to identify 
binding partners of the Nanog protein, dependant on a part of the protein previously shown to be required for the 
maintenance of pluripotency. This analysis resulted in the identification of a novel Nanog interactome. In addition to this, a 
further set of tools are presented, including the Stembio Visualisation Framework, a framework which enables the 
construction of interactive
 visualisations using the Cumulus system. The initial application of this framework has been accepted as part of a publication 
in the Journal of Experimental Medicine. Biology

PoP-GS CL McDaniel
Reproducibility in AI for Biomedical Research: an 
Application to Parkinson's Disease 2019

Deep learning-based data analysis techniques have found many uses in biomedical research. Recent expansion of open 
source databases and computational tools has fostered distributed and explorative research. Under these conditions, 
reproducibil- ity and experi- mental rigor must be ensured. Developing explicit analysis pipelines exposes the scientific 
process and yields reproducible results. In this thesis, we look at the case of deep learning-based data analysis for 
Parkinsons disease (PD) research. We develop end-to-end pipelines in two PD-related fields: accelerometer data analysis 
and neuroimage analysis. First, we construct a simple yet robust recurrent neural network for classifying motor activity from 
accelerometer data alone; this has applications for identifying the mo- tor symptoms of PD. Next, we propose a novel graph 
convolutional network architecture for distinguishing PD patients vs. healthy controls from multimodal neuroimage data. Our 
pipelines standardize the data preprocessing and analysis steps, fostering reproducibility and deliberate progression of their 
respective fields.

artificial intelligence, data science, healthcare, 
Parkinson’s disease, deep learning, long short-
term recurrent neural network, graph convolutional
network, accelerometer, neuroimaging, 
reproducibility Biomedicine

PoP-GS R Han, KS Walton, DS Sholl
Does chemical engineering research have a 
reproducibility problem? 2019 10.1146/annurev-chembioeng-060718-030323

oncerns have been raised in multiple scientific fields in recent years about the reproducibility of published results. Systematic 
efforts to examine this issue have been undertaken in biomedicine and psychology, but less is known about this important 
issue in the materials-oriented research that underpins much of modern chemical engineering. Here, we relate a dramatic 
historical episode from our own institution to illustrate the implications of performing reproducible research and describe two 
case studies based on literature analysis to provide concrete information on the reproducibility of modern materials-oriented 
research. The two case studies deal with the properties of metal-organic frameworks (MOFs), a class of materials that have 
generated tens of thousands of papers. We do not claim that research on MOFs is less (or more) reproducible than other 
subfields; rather, we argue that the characteristics of this subfield are common to many areas of materials-oriented research. 
We conclude with specific recommendations for action by individual researchers, journal editors, publishers, and research 
communities.

reproducibility, materials chemistry, adsorption, 
crystal structures, metal-organic frameworks Chemie

PoP-GS
X Feng, DS Park, C Walker, AT 
Peterson…

A checklist for maximizing reproducibility of ecological 
niche models 2019

Reporting specific modelling methods and metadata is essential to the reproducibility of ecological studies, yet guidelines 
rarely exist regarding what information should be noted. Here, we address this issue for ecological niche modelling or species 
distribution modelling, a rapidly developing toolset in ecology used across many aspects of biodiversity science. Our 
quantitative review of the recent literature reveals a general lack of sufficient information to fully reproduce the work. Over 
two-thirds of the examined studies neglected to report the version or access date of the underlying data, and only half 
reported model parameters. To address this problem, we propose adopting a checklist to guide studies in reporting at least 
the minimum information necessary for ecological niche modelling reproducibility, offering a straightforward way to balance 
efficiency and accuracy. We encourage the ecological niche modelling community, as well as journal reviewers and editors, 
to utilize and further develop this framework to facilitate and improve the reproducibility of future work. The proposed 
checklist framework is generalizable to other areas of ecology, especially those utilizing biodiversity data, environmental data 
and statistical modelling, and could also be adopted by a broader array of disciplines. Ecology

ACM Raza K,Ahmad S
Recent Advancement in Next-Generation Sequencing 
Techniques and Its Computational Analysis 2019 10.1504/ijbra.2019.101205

Next-generation sequencing (NGS), a recently evolved technology, has served a lot in the research and development sector 
of our society. This novel approach is a newbie and has critical advantages over the traditional capillary electrophoresis (CE)-
based Sanger sequencing. The advancement of NGS has led to numerous important discoveries, which could have been 
costlier and time taking in case of traditional CE-based Sanger sequencing. NGS methods are highly parallelised enabling to 
sequence thousands to millions of molecules simultaneously. This technology results into huge amount of data that need to 
be analysed to conclude valuable information. Specific data analysis algorithms are written for specific task to be performed. 
The algorithms in group act as a tool for analysing the NGS data. The analysis of NGS data unravels important clues in 
quest for the treatment of various life-threatening diseases: improved crop varieties and other related scientific problems 
related to human welfare. In this review, an effort was made to address basic background of NGS technologies, possible 
applications, computational approaches and tools involved in NGS data analysis, future opportunities and challenges in the 
area.

massive parallel sequencing, computational 
analysis, RNA-Seq, variant discovery, DNA-Seq Genetics

PoP-GS M Konkol, C Kray, M Pfeiffer

Computational reproducibility in geoscientific papers: 
Insights from a series of studies with geoscientists and 
a reproduction study 2019 10.1080/13658816.2018.1508687

Reproducibility is a cornerstone of science and thus for geographic research as well. However, studies in other disciplines 
such as biology have shown that published work is rarely reproducible. To assess the state of reproducibility, specifically 
computational reproducibility (i.e. rerunning the analysis of a paper using the original code), in geographic research, we 
asked geoscientists about this topic using three methods: a survey (n = 146), interviews (n = 9), and a focus group (n = 5). 
We asked participants about their understanding of open reproducible research (ORR), how much it is practiced, and what 
obstacles hinder ORR. We found that participants had different understandings of ORR and that there are several obstacles 
for authors and readers (e.g. effort, lack of openness). Then, in order to complement the subjective feedback from the 
participants, we tried to reproduce the results of papers that use spatial statistics to address problems in the geosciences. 
We selected 41 open access papers from Copernicus and Journal of Statistical Software and executed the R code. In doing 
so, we identified several technical issues and specific issues with the reproduced figures depicting the results. Based on 
these findings, we propose guidelines for authors to overcome the issues around reproducibility in the computational 
geosciences. Geosciences

ACM / 
PoP-GS Stockton DB,Prinz AA,Santamaria F

Provenance and Reproducibility in the Automation of a 
Standard Computational Neuroscience Pipeline 2019 10.1145/3322790.3330592

Rapid increase in data volume, compounded by the reproducibility crisis, has led to the need to automate both experimental 
and computational aspects of neuroscience investigations. Automating neuroscience investigations enables an 
unprecedented ability to record and inspect how results were achieved. Here we review some of our recent work to integrate 
provenance and reproducibility measures into a tool called NeuroManager that automates a standard computational 
neuroscience pipeline, unifying the experiment--data--modeling--analysis cycle and allowing the scientist to focus on model 
evolution. Through a flexible daily workflow that leverages servers, clusters, and clouds simultaneously, NeuroManager 
automates manual tasks including database access, job submission, simulation scheduling, and preservation of provenance. workflow, neuroinformatics, modeling, provenance Neurosciences

PoP-GS
D Figueiredo, R Lins, A Domingos, 
N Janz…

Seven reasons why: a user's guide to transparency 
and reproducibility 2019

Despite a widespread agreement on the importance of transparency in science, a growing body of evidence suggests that 
both the natural and the social sciences are facing a reproducibility crisis. In this paper, we present seven reasons why 
journals and authors should implement — transparent guidelines. We argue that sharing replication materials, which include 
full disclosure of the methods used to collect and analyze data, the public availability of raw and manipulated data, in 
addition to computational scripts, may generate the following positive outcomes: 01. production of trustworthy empirical 
results, by preventing intentional frauds and avoiding honest mistakes; 02. making the writing and publishing of papers more 
efficient; 03. enhancing the reviewers’ ability to provide better evaluations; 04. enabling the continuity of academic work; 05. 
developing scientific reputation; 06. helping to learn data analysis; and 07. increasing the impact of scholarly work. In 
addition, we review the most recent computational tools to work reproducibly. With this paper, we hope to foster transparency 
within the political science scholarly community. Transparency; reproducibility; replication Political Sciences



PoP-GS DM Liu, MJ Salganik

Successes and struggles with computational 
reproducibility: lessons from the fragile families 
challenge 2019 10.1177/2378023119849803

Reproducibility is fundamental to science, and an important component of reproducibility is computational reproducibility: the 
ability of a researcher to recreate the results of a published study using the original author’s raw data and code. Although 
most people agree that computational reproducibility is important, it is still difficult to achieve in practice. In this article, the 
authors describe their approach to enabling computational reproducibility for the 12 articles in this special issue of Socius 
about the Fragile Families Challenge. The approach draws on two tools commonly used by professional software engineers 
but not widely used by academic researchers: software containers (e.g., Docker) and cloud computing (e.g., Amazon Web 
Services). These tools made it possible to standardize the computing environment around each submission, which will ease 
computational reproducibility both today and in the future. Drawing on their successes and struggles, the authors conclude 
with recommendations to researchers and journals. Social Science

PoP-GS JP de Ruiter The meaning of a claim is its reproducibility 2018
… The reproducibility crisis presents a sober occasion to revisit them, given our accumulating … establish in a controlled 
experiment at Tufts University that undergrads in Computer Science … Behavioral Sciences

ACM
Kanterakis A,Karacapilidis 
N,Koumakis L,Potamias G

On the Development of an Open and Collaborative 
Bioinformatics Research Environment 2018 10.1016/j.procs.2018.08.043

This paper reports on the development of a self-sustaining and community-responsive platform that streamlines the wealth of 
available open Bioinformatics resources to accelerate multi-disciplinary collaboration and boost innovation in post-genomics 
biomedical research. Our approach adopts the principles of reproducible, reusable and remixable computer-aided research, 
and builds on top of state-of-the-art concepts and converging technologies for simple, fast and scalable specification and 
execution of scientific workflows. The proposed platform enables innovative networking and community building among 
researchers, facilitates knowledge sharing and co-creation, assures better-informed collaboration, and expedites gaining of 
insights. Paying particular attention to the issues of data and research provenance and attribution, the platform integrates a 
set of innovative services for the management of research resources and competences. The overall approach ensures the 
interoperability of the abovementioned resources and services from a technical, conceptual and user interface point of view.

Collaborative Systems, Open-Science, 
Bioinformatics, Data Analytics Biocomputing

PoP-GS M Williams, K Mullane, MJ Curtis
Addressing reproducibility: Peer review, impact factors, 
checklists, guidelines, and reproducibility initiatives 2018 10.1016/B978-0-12-804725-5.00005-7

The biomedical research community has identified several approaches to address concerns regarding the lack of 
reproducibility in research. These include: improving the classical peer review (CPR) process via alternatives that can improve 
transparency and replace/supplement CPR stakeholder biases; open access publishing forums; alternatives to the Journal 
Impact Factor as improved metrics for researcher productivity; guidelines and checklists to improve the quality, transparency 
and reporting of data; and formal Reproducibility Initiatives (RIs) to replace the seminal process of scientific self- correction. 
While well intended, many of these initiatives have added to the existing problems while creating new ones. Furthermore, the 
outcomes from the RIs reported to date have been uniformly disappointing. Measures to improve reproducibility must focus 
on: improving training in best practices in experimental design, execution, and analysis that will aid in avoiding the 
persistence of behaviors detrimental to reproducibility while encouraging responsible research conduct. Biomedicine

PoP-GS L Oakden-Rayner, AL Beam…
Medical journals should embrace preprints to address 
the reproducibility crisis 2018 Preprints can help detect flaws that might otherwise escape the notice of a conventional peer review process  Epidemiology

ACM Curtis C,Grissom D,Brisk P
A Compiler for Cyber-Physical Digital Microfluidic 
Biochips 2018 10.1145/3168826

Programmable microfluidic laboratories-on-a-chip (LoCs) offer the benefits of automation and miniaturization to the life 
sciences. This paper presents an updated version of the BioCoder language and a fully static (offline) compiler that can 
target an emerging class of LoCs called Digital Microfluidic Biochips (DMFBs), which manipulate discrete droplets of liquid on 
a 2D electrode grid. The BioCoder language and runtime execution engine leverage advances in sensor integration to 
enable specification, compilation, and execution of assays (bio-chemical procedures) that feature online decision-making 
based on sensory data acquired during assay execution. The compiler features a novel hybrid intermediate representation 
(IR) that interleaves fluidic operations with computations performed on sensor data. The IR extends the traditional notions of 
liveness and interference to fluidic variables and operations, as needed to target the DMFB, which itself can be viewed as a 
spatially reconfigurable array. The code generator converts the IR into the following: (1) a set of electrode activation 
sequences for each basic block in the control flow graph (CFG); (2) a set of computations performed on sensor data, which 
dynamically determine the result of each control flow operation; and (3) a set of electrode activation sequences for each 
control flow transfer operation (CFG edge). The compiler is validated using a software simulator which produces animated 
videos of realistic bioassay execution on a DMFB. Domain-specific language, Digital Microfluidics Life Sciences

PoP-GS R Haring, RJ Bell

Lack of research reproducibility, the rise of open 
science and the need for continuing education in 
research methods 2018 10.1080/13697137.2018.1476968

In this opinion piece, we discuss the issue of lack of reproducibility in medical research and the different approaches that are 
being taken to address this problem. One general approach involves much greater transparency including the pre-
publication of a study protocol, analysis plan and analysis code as well as the ultimate sharing of data, doing away with the 
concept of the ‘single wrap-up publication’. The other change required is to support the training and mentorship of young 
researchers and ensure that they are not working in isolation. Medizin

PoP-GS
N Kafkafi, J Agassi, EJ Chesler, JC 
Crabbe…

Reproducibility and replicability of rodent phenotyping 
in preclinical studies 2018

The scientific community is increasingly concerned with the proportion of published “discoveries” that are not replicated in 
subsequent studies. The field of rodent behavioral phenotyping was one of the first to raise this concern, and to relate it to 
other methodological issues: the complex interaction between genotype and environment; the definitions of behavioral 
constructs; and the use of laboratory mice and rats as model species for investigating human health and disease 
mechanisms. In January 2015, researchers from various disciplines gathered at Tel Aviv University to discuss these issues. 
The general consensus was that the issue is prevalent and of concern, and should be addressed at the statistical, 
methodological and policy levels, but is not so severe as to call into question the validity and the usefulness of model 
organisms as a whole. Well-organized community efforts, coupled with improved data and metadata sharing, have a key role 
in identifying specific problems and promoting effective solutions. Replicability is closely related to validity, may affect 
generalizability and translation of findings, and has important ethical implications. Medizin

PoP-GS GP Sarma, NJ Hay, A Safron
AI safety and reproducibility: establishing robust 
foundations for the neuropsychology of human values 2018 10.1007/978-3-319-99229-7_45

We propose the creation of a systematic effort to identify and replicate key findings in neuropsychology and allied fields 
related to understanding human values. Our aim is to ensure that research underpinning the value alignment problem of 
artificial intelligence has been sufficiently validated to play a role in the design of AI systems. Neuropsychology

PoP-GS
F Gomes, H Thakkar, A Lähde, B 
Verhaagen…

Is reproducibility inside the bag? Special issue 
fundamentals and applications of sonochemistry ESS-
15 2018

In this paper we report our most recent attempts to tackle a notorious problem across several scientific activities from the 
ultrasonics sonochemical perspective: reproducibility of results. We provide experimental results carried out in three different 
laboratories, using the same ingredients: ultrasound and a novel cavitation reactor bag. The main difference between the 
experiments is that they are aimed at different applications, KI liberation and MB degradation; and exfoliation of two 
nanomaterials: graphene and molybdenum disulfide. Iodine liberation rates and methylene blue degradation were higher for 
the cases where a cavitation intensification bag was used. Similarly, improved dispersion and more polydisperse exfoliated 
layers of nanomaterials were observed in the intensified bags compared to plain ones. The reproducibility of these new 
experiments is compared to previous experimental results under similar conditions. Our main conclusion is that despite 
knowing and understanding most physicochemical phenomena related to the origins and effects of cavitation, there is still a 
long path towards reproducibility, both in one laboratory, and compared across different laboratories. As emphasized in the 
sonochemical literature, the latter clearly illustrates the complexity of cavitation as nonlinear phenomenon, whose 
quantitative estimation represents a challenging aspect. We also provide a list of procedural steps that can help improving 
reproducibility and scale-up efforts. Sonochemistry

PoP-GS
A Cohain, AA Divaraniya, K Zhu, 
JR Scarpa…

Exploring the reproducibility of probabilistic causal 
molecular network models 2017 10.1142/10388

Network reconstruction algorithms are increasingly being employed in biomedical and life sciences research to integrate large-
scale, high-dimensional data informing on living systems. One particular class of probabilistic causal networks being applied 
to model the complexity and causal structure of biological data is Bayesian networks (BNs). BNs provide an elegant 
mathematical framework for not only inferring causal relationships among many different molecular and higher order 
phenotypes, but also for incorporating highly diverse priors that provide an efficient path for incorporating existing 
knowledge. While significant methodological developments have broadly enabled the application of BNs to generate and 
validate meaningful biological hypotheses, the reproducibility of BNs in this context has not been systematically explored. In 
this study, we aim to determine the criteria for generating reproducible BNs in the context of transcription-based regulatory 
networks. We utilize two unique tissues from independent datasets, whole blood from the GTEx Consortium and liver from 
the Stockholm-Tartu Atherosclerosis Reverse Network Engineering Team (STARNET) study. We evaluated the reproducibility 
of the BNs by creating networks on data subsampled at different levels from each cohort and comparing these networks to 
the BNs constructed using the complete data. To help validate our results, we used simulated networks at varying sample 
sizes.
Our study indicates that reproducibility of BNs in biological research is an issue worthy of further consideration, especially in 
light of the many publications that now employ findings from such constructs without appropriate attention paid to 
reproducibility. We find that while edge-to-edge reproducibility is strongly dependent on sample size, identification of more 
highly connected key driver nodes in BNs can be carried out with high confidence across a range of sample sizes. Biocomputing



PoP-GS C Knoth, D Nüst
Reproducibility and practical adoption of geobia with 
open-source software in docker containers 2017

Geographic Object-Based Image Analysis (GEOBIA) mostly uses proprietary software, but the interest in Free and Open-
Source Software (FOSS) for GEOBIA is growing. This interest stems not only from cost savings, but also from benefits 
concerning reproducibility and collaboration. Technical challenges hamper practical reproducibility, especially when multiple 
software packages are required to conduct an analysis. In this study, we use containerization to package a GEOBIA 
workflow in a well-defined FOSS environment. We explore the approach using two software stacks to perform an exemplary 
analysis detecting destruction of buildings in bi-temporal images of a conflict area. The analysis combines feature extraction 
techniques with segmentation and object-based analysis to detect changes using automatically-defined local reference 
values and to distinguish disappeared buildings from non-target structures. The resulting workflow is published as FOSS 
comprising both the model and data in a ready to use Docker image and a user interface for interaction with the 
containerized workflow. The presented solution advances GEOBIA in the following aspects: higher transparency of 
methodology; easier reuse and adaption of workflows; better transferability between operating systems; complete description 
of the software environment; and easy application of workflows by image analysis experts and non-experts. As a result, it 
promotes not only the reproducibility of GEOBIA, but also its practical adoption.

reproducibility; GEOBIA; Docker; conflict 
monitoring; reproducible research; object-based 
image analysis; QGIS; containerization Geosciences

PoP-GS F Engel, A Keary, K Berwind… The role of reproducibility in affective computing 2017

The use of Affective Computing in the medical domain is gaining momentum, but is challenged through re- quirements 
arising through the inherent processing of personal sensitive data, that will effect comprehensive analysis reproducibility. 
Reproducibility is a key element in good research practice and a key ingredient to comprehensively validate AC applications 
in a medical context. Various research has been undertaken to support reproducible analysis procedures through the 
establishment of a conceptual basis (definition and modeling) and by means of technology support. However, its realization 
is generally hardly achievable. Therefore, this workshop contribution will elaborate and document on reproducibility aspects 
related to Affective Computing in the medical domain, as we face it in the course of the EC co-funded SenseCare project. 
This contribution is meant as a starting point for further discussions and further reproducibility related research in AC.

Reproducibility; Affective Computing; Legal 
Frameworks; Emotion Detection; Ethics; Medizin

PoP-GS FH de la Guardia
How Transparency and Reproducibility Can Increase 
Credibility in Policy Analysis 2017

The analysis of public policies, even when performed by the best non-partisan
agencies, often lacks credibility (Manski, 2013). This allows policy makers to cherrypick
between reports, or within a specific report, to select estimates that better match
their beliefs. For example, in 2014 the Congressional Budget Office (CBO) produced
a report on the effects of raising the minimum wage that was cited both by opponents
and supporters of the policy, with each side accepting as credible only partial elements
of the report. Lack of transparency and reproducibility (TR) in a policy report implies
that its credibility relies on the reputation of the authors, and their organizations,
instead of on a critical appraisal of the analysis.
This dissertation translates to policy analysis solutions developed to address the
lack of credibility in a different setting: the reproducibility crisis in science. I adapt the
Transparency and Openness Promotion (TOP) guidelines (Nosek et al, 2015) to the
policy analysis setting. The highest standards from the adapted guidelines involve the
use of two key tools: dynamic documents that combine all elements of an analysis in one
place, and open source version control (git). I then implement these high standards in
a case study of the CBO report mentioned above, and present the complete analysis in
the form of an open-source dynamic document. In addition to increasing the credibility
of the case study analysis, this methodology brings attention to several components of
the policy analysis that have been traditionally overlooked in academic research, for
example the distribution of the losses used to pay for the increase in wages. Increasing
our knowledge in these overlooked areas may prove most valuable to an evidence-based
policy debate. Political Sciences

PoP-GS O Flórez-Vargas

Development of Strategies for Assessing Reporting in 
Biomedical Research: Moving Toward Enhancing 
Reproducibility 2016

… overcome–at least in part–the ongoing reproducibility crisis. … adapting to the world of computer science, but also for his 
… from the School of Computer Science for their support and … Biomedicine

PoP-GS
A Presbitero, V Krzhizhanovskaya, 
E Mancini… Reproducibility of Two Innate Immune System Models 2016 10.1007/978-3-319-49700-6_50

In this paper we present the first step towards the development of a mathematical model of human immune system for 
advanced individualized healthcare, where medication plan is fine-tuned for each patient to fit his conditions. We reproduce 
two representative models of the innate immune system. The first model by Rocha et al. describes the dynamics of the 
innate immune response by ordinary differential equations, focusing on LPS, neutrophils, resting macrophages, and 
activated macrophages. The second model by Pigozzo et al. describes the spatial dynamics of LPS, neutrophils, and pro-
inflammatory cytokines by partial differential equations. We found that the results of the first model are fully reproducible. 
However, the second model is only partially reproducible. Several parameters had to be adjusted in order to reproduce the 
dynamics of the immune response: diffusion coefficients and the rates of LPS phagocytosis, cytokine production, neutrophils 
chemotaxis and apoptosis.

Immune system model, Innate immune system, 
Scientific reproducibility, ODE, PDE, Finite 
difference method Medizin

PoP-GS DR Janero

The reproducibility issue and preclinical academic drug 
discovery: educational and institutional initiatives 
fostering translation success 2016 10.1080/17460441.2016.1212014

Introduction: Drug discovery depends critically upon published results from the academy. The reproducibility of preclinical 
research findings reported by academia in the peer-reviewed literature has been called into question, seriously jeopardizing 
the value of academic science for inventing therapeutics.
Areas covered: The corrosive effects of the reproducibility issue on drug discovery are considered. Purported correctives 
imposed upon academia from the outside deal mainly with expunging fraudulent literature and imposing punitive sanctions 
on the responsible authors. The salutary influence of such post facto actions on the reproducibility of discovery-relevant 
preclinical research data from academia appears limited. Rather, intentional doctoral-scientist education focused on data 
replicability and translationally-meaningful science and active participation of university entities charged with research 
innovation and asset commercialization toward ensuring data quality are advocated as key academic initiatives for 
addressing the reproducibility issue.
Expert opinion: A mindset shift on the part of both senior university faculty and the academy to take responsibility for the 
data reproducibility crisis and commit proactively to positive educational, incentivization, and risk- and reward-sharing 
practices will be fundamental for improving the value of published preclinical academic research to drug discovery. Medizin

PoP-GS JS Sherkow Patent law's reproducibility paradox 2016
… Clinical research faces a reproducibility crisis. Many recent clinical and preclinical studies appear to be irreproducible- their 
results cannot be verified by outside researchers. This is … Patent law

ACM Wilsdorf P,Haack F,Uhrmacher AM
Conceptual Models in Simulation Studies: Making It 
Explicit 2021

Conceptual models play an important role in conducting simulation studies. A formal or at least explicit specification of 
conceptual models is key for effectively exploiting them during simulation studies and thereafter, for interpreting and reusing 
the simulation results. However, the perception of conceptual models varies strongly and with it possible means for 
specification. A broad definition of the conceptual model, i.e., as a loose collection of early-stage products of the simulation 
study, holds the potential to unify existing definitions, but also poses specific challenges for specification. To approach these 
challenges, without claiming to be exhaustive, we identify a set of products, which includes research question, data, and 
requirements, and define relations and properties of these products. Based on a cell biological case study and a prototypical 
implementation, we show how the formal structuring of the conceptual model assists in building a simulation model. Fraglich

ACM Melo DC,Maximo MR,da Cunha AM
Learning Push Recovery Behaviors for Humanoid 
Walking Using Deep Reinforcement Learning 2022 10.1007/s10846-022-01656-7

The development of a robust and versatile biped walking engine might be considered one of the hardest problems in Mobile 
Robotics. Even well-developed cities contains obstacles that make the navigation of these agents without a human 
assistance infeasible. Therefore, it is primordial that they be able to restore dynamically their own balance when subject to 
certain types of external disturbances. Thereby, this article contributes with a implementation of a Push Recovery controller 
that improves the walking engine’s performance used by a simulated humanoid agent from RoboCup 3D Soccer Simulation 
League environment. This work applies Proximal Policy Optimization in order to learn a movement policy in this simulator. Our 
learned policy was able to surpass the baselines with statistical significance. Finally, we propose two approaches based on 
Transfer Learning and Imitation Learning to achieve a final policy which performs well across an wide range disturbance 
directions.

Proximal policy optimization, Robotics, Deep 
reinforcement learning Fraglich



ACM Davis S,McGill MM
Growing an Inclusive Community of K-12 CS 
Education Researchers 2023 10.1145/3545945.3569725

A recent study found that there is a litany of unmet needs that are serving as barriers for the CS education research 
community to grow in depth and breadth, including ensuring that the community is representative of the teachers and 
students that are studied. Cultivating a diverse, equitable, inclusive, and accessible CSEd research community requires 
simultaneous bottom-up and top-down alignment on practice standards, professional development, and wellbeing for all 
constituents that is rooted in politicized trust and collective impact. For this position paper, we engaged in an expository 
writing process using a confirmatory and elucidating research design to contextualize quantitative and qualitative data 
reported from our previous study within related work. Our results indicate that there is a variety of researcher-centered, 
researcher-adjacent, and research-centered barriers in CS education that affect researchers' practice, and personal and 
professional identities. These results were validated by findings from research in other fields, such as education, psychology, 
and organizational change. These findings highlight the need for intentional changes to be made, both top-down and 
bottom-up, to sustain and grow the CS education research community in a way that equitably supports the evolving needs of 
a diverse set of students as well as the diverse set of researchers who study interventions.

education research, position, collective impact, 
researchers, equity, diversity, inclusion, 
accessibility, capacity, systems change Fraglich

ACM Jagadish H,Stoyanovich J,Howe B The Many Facets of Data Equity 2023 10.1145/3533425

Data-driven systems can induce, operationalize, and amplify systemic discrimination in a variety of ways. As data scientists, 
we tend to prefer to isolate and formalize equity problems to make them amenable to narrow technical solutions. However, 
this reductionist approach is inadequate in practice. In this article, we attempt to address data equity broadly, identify 
different ways in which it is manifest in data-driven systems, and propose a research agenda.

Data equity, responsible data science, Fairness in 
AI, ethics Fraglich

ACM Feitelson DG

Considerations and Pitfalls for Reducing Threats to the 
Validity of Controlled Experiments on Code 
Comprehension 2022 10.1007/s10664-022-10160-3

Understanding program code is a complicated endeavor. As a result, studying code comprehension is also hard. The 
prevailing approach for such studies is to use controlled experiments, where the difference between treatments sheds light 
on factors which affect comprehension. But it is hard to conduct controlled experiments with human developers, and we also 
need to find a way to operationalize what “comprehension” actually means. In addition, myriad different factors can influence 
the outcome, and seemingly small nuances may be detrimental to the study’s validity. In order to promote the development 
and use of sound experimental methodology, we discuss both considerations which need to be applied and potential 
problems that might occur, with regard to the experimental subjects, the code they work on, the tasks they are asked to 
perform, and the metrics for their performance. A common thread is that decisions that were taken in an effort to avoid one 
threat to validity may pose a larger threat than the one they removed.

Controlled experiment, Threats to validity, Code 
comprehension, Experimental methodology Fraglich

ACM Neumann PG Risks to the Public 2022 10.1145/3561846.3561850

Edited by PGN (Risks Forum Moderator, with contributions by others as indicated. Opinions are individual rather than 
organizational, with usual disclaimers implied. We address problems relating to software, hardware, people, and other 
circumstances relevant to computer systems. References (R i j) to the online Risks Forum denote RISKS vol i number j. Cited 
RISKS items generally identify contributors and sources, together with URLs. Official RISKS archives are available at 
www.risks.org, with nice html formatting and search engine courtesy of Lindsay Marshall at Newcastle: 
http://catless.ncl.ac.uk/Risks/i.j.html (also ftp://www.sri.com/risks). CACM Inside Risks: 
http://www.csl.sri.com/neumann/insiderisks.html Fraglich

ACM Oelen A,Stocker M,Auer S Crowdsourcing Scholarly Discourse Annotations 2021 10.1145/3397481.3450685

The number of scholarly publications grows steadily every year and it becomes harder to find, assess and compare scholarly 
knowledge effectively. Scholarly knowledge graphs have the potential to address these challenges. However, creating such 
graphs remains a complex task. We propose a method to crowdsource structured scholarly knowledge from paper authors 
with a web-based user interface supported by artificial intelligence. The interface enables authors to select key sentences for 
annotation. It integrates multiple machine learning algorithms to assist authors during the annotation, including class 
recommendation and key sentence highlighting. We envision that the interface is integrated in paper submission processes 
for which we define three main task requirements: The task has to be . We evaluated the interface with a user study in which 
participants were assigned the task to annotate one of their own articles. With the resulting data, we determined whether the 
participants were successfully able to perform the task. Furthermore, we evaluated the interface’s usability and the 
participant’s attitude towards the interface with a survey. The results suggest that sentence annotation is a feasible task for 
researchers and that they do not object to annotate their articles during the submission process.

Structured Scholarly Knowledge, Knowledge 
Graph Construction, Intelligent User Interface, 
Crowdsourcing Text Annotations, Web-based 
Annotation Interface Fraglich

ACM
Yu SY,Chhetri SR,Canedo A,Goyal 
P,Al Faruque MA

Pykg2vec: A Python Library for Knowledge Graph 
Embedding 2021

Pykg2vec is a Python library for learning the representations of the entities and relations in knowledge graphs. Pykg2vec's 
exible and modular software architecture currently implements 25 state-of-the-art knowledge graph embedding algorithms, 
and is designed to easily incorporate new algorithms. The goal of pykg2vec is to provide a practical and educational platform 
to accelerate research in knowledge graph representation learning. Pykg2vec is built on top of PyTorch and Python's 
multiprocessing framework and provides modules for batch generation, Bayesian hyperparameter optimization, evaluation of 
KGE tasks, embedding, and result visualization. Pykg2vec is released under the MIT License and is also available in the 
Python Package Index (PyPI).

knowledge graph embedding, representation 
learning Fraglich

ACM Suran S,Pattanaik V,Draheim D
Frameworks for Collective Intelligence: A Systematic 
Literature Review 2020 10.1145/3368986

Over the last few years, Collective Intelligence (CI) platforms have become a vital resource for learning, problem solving, 
decision-making, and predictions. This rising interest in the topic has to led to the development of several models and 
frameworks available in published literature. Unfortunately, most of these models are built around domain-specific 
requirements, i.e., they are often based on the intuitions of their domain experts and developers. This has created a gap in 
our knowledge in the theoretical foundations of CI systems and models, in general. In this article, we attempt to fill this gap 
by conducting a systematic review of CI models and frameworks, identified from a collection of 9,418 scholarly articles 
published since 2000. Eventually, we contribute by aggregating the available knowledge from 12 CI models into one novel 
framework and present a generic model that describes CI systems irrespective of their domains. We add to the previously 
available CI models by providing a more granular view of how different components of CI systems interact. We evaluate the 
proposed model by examining it with respect to six popular, ongoing CI initiatives available on the Web.

crowdsourcing, wisdom of crowds, Collective 
intelligence, human computer interaction, 
systematic literature review, Web 2.0 Fraglich

ACM Zhu Y,Wang YX
Improving Sparse Vector Technique with Renyi 
Differential Privacy 2020

The Sparse Vector Technique (SVT) is one of the most fundamental algorithmic tools in differential privacy (DP). It also plays 
a central role in the state-of-the-art algorithms for adaptive data analysis and model-agnostic private learning. In this paper, 
we revisit SVT from the lens of Renyi differential privacy, which results in new privacy bounds, new theoretical insight and 
new variants of SVT algorithms. A notable example is a Gaussian mechanism version of SVT, which provides better utility 
over the standard (Laplace-mechanism-based) version thanks to its more concentrated noise. Extensive empirical evaluation 
demonstrates the merits of Gaussian SVT over the Laplace SVT and other alternatives, which encouragingly suggests that 
using Gaussian SVT as a drop-in replacement could make SVT-based algorithms more practical in downstream tasks. Fraglich

PoP-GS B Thorpe
The Reprorubric: Evaluation Criteria for the 
Reproducibility of Computational Analyses 2019

… about different types of reproducibility, a more granular … which confirmation of computational reproducibility is 
automatically … – any given research project’s computational reproducibility. … Editorial

ACM Lawlor B

An Overview of the NFAIS 2016 Annual Conference: 
Data Sparks Discovery of Tomorrow’s Global 
Knowledge 2016 10.3233/ISU-160807

This paper provides an overview of the highlights of the 2016 NFAIS Annual Conference, Data Sparks Discovery of 
Tomorrow’s Global Knowledge, that was held in Philadelphia, PA from February 21–23, 2016. The goal of the conference 
was to examine how data has risen in importance and is transforming all aspects of research – from funding policies through 
to reporting, publication, and archiving policies. Data literacy is an essential skill in today’s digital world and even new career 
paths have emerged – data scientist, data engineer, data librarian, etc. The conference raised both practical and 
philosophical issues regarding data management, use, and reuse, and provided a glimpse of what information services 
should look like in the future.

data management, artificial intelligence, content 
globalization, NFAIS 2016 Annual Conference, 
Big Data Fraglich

PoP-GS ACQ Gutierrez, DJ Lindegger…

Reproducibility and Scientific Integrity of Big Data 
Research in Urban Public Health and Digital 
Epidemiology: A Call to Action 2023

… At the bottom of this reproducibility crisis lies growing … Addressing the reproducibility crisis is not only one step 
towards … other disciplines, such as computer science, the digital tech sector… Dublette



PoP-GS W Mauerer, S Klessinger…
Beyond the badge: Reproducibility engineering as a 
lifetime skill 2022

Ascertaining reproducibility of scientific experiments is receiving increased attention across disciplines. We argue 
that the necessary skills are important beyond pure scientific utility, and that they should be taught as part of 
software engineering (SWE) education. They serve a dual purpose: Apart from acquiring the coveted badges assigned 
to reproducible research, reproducibility engineering is a lifetime skill for a professional industrial career in computer 
science.
SWE curricula seem an ideal fit for conveying such capabilities, yet they require some extensions, especially given 
that even at flagship conferences like ICSE, only slightly more than one-third of the technical papers (at the 2021 
edition) receive recognition for artefact reusability. Knowledge and capabilities in setting up engineering 
environments that allow for reproducing artefacts and results over decades (a standard requirement in many 
traditional en- gineering disciplines), writing semi-literate commit messages that document crucial steps of a 
decision-making process and that are tightly coupled with code, or sustainably taming dynamic, quickly changing 
software dependencies, to name a few: They all contribute to solving the scientific reproducibility crisis, and enable 
software engineers to build sustainable, long-term maintainable, software- intensive, industrial systems. We 
propose to teach these skills at the undergraduate level, on par with traditional SWE topics. Dublette

PoP-GS
OE Gundersen, S Shamsaliei, RJ 
Isdahl

Do machine learning platforms provide out-of-the-
box reproducibility? 2022

Science is experiencing an ongoing reproducibility crisis. In light of this crisis, our objective is to investigate whether 
machine learning platforms provide out-of-the-box reproducibility. Our method is twofold: First, we survey machine 
learning platforms for whether they provide features that simplify making experiments reproducible out-of-the-box. 
Second, we conduct the exact same experiment on four different machine learning platforms, and by this varying the 
processing unit and ancillary software only. The survey shows that no machine learning platform supports the feature 
set described by the proposed framework while the experiment reveals statstically significant difference in results 
when the exact same experiment is conducted on different machine learning platforms. The surveyed machine 
learning platforms do not on their own enable users to achieve the full reproducibility potential of their research. 
Also, the machine learning platforms with most users provide less functionality for achieving it. Furthermore, results 
differ when executing the same experiment on the different platforms. Wrong conclusions can be inferred at the at 
95% confidence level. Hence, we conclude that machine learning platforms do not provide reproducibility out-of-the-
box and that results generated from one machine learning platform alone cannot be fully trusted.

ReproducibilityReproducible AIMachine 
learningSurveyReproducibility experiment Dublette

PoP-GS CR Keefe
Improving In Silico Scientific Reproducibility with 
Provenance Replay Software 2022

… In order to keep the practice of science approachable and sustainable, we must also be willing to adopt direct 
remedies to the reproducibility crisis that benefit both the conduct of … Nicht verfügbar

ACM The Semantic Web – ISWC 2022: 21st International Semantic Web Conference, Virtual Event, October 23–27, 2022, Proceedings2022 Sammelband

PoP-GS J van Gemert and Structuring Machine Learning Reproducibility 2021
… of the reproducibility of research work, as done in other computer science domains such as … Having such a 
repository is well-suited for students and adds structure to reproducibility in … Dublette

PoP-GS
S Stewart, CR Pennington, G 
Silva, N Ballou, J Butler…

Reforms to improve reproducibility and quality 
must be coordinated across the research 
ecosystem: The view from the UKRN Local Network 
Leads 2021

Many disciplines are facing a “reproducibility crisis”, which has precipitated much discussion about how to improve 
research integrity, reproducibility, and transparency. A unified effort across all sectors, levels, and stages of the 
research ecosystem is needed to coordinate goals and reforms that focus on open and transparent research 
practices. Promoting a more positive incentive culture for all ecosystem members is also paramount. In this 
commentary, we—the Local Network Leads of the UK Reproducibility Network—outline our response to the UK 
House of Commons Science and Technology Committee’s inquiry on research integrity and reproducibility. We argue 
that coordinated change is needed to create (1) a positive research culture, (2) a unified stance on improving 
research quality, (3) common foundations for open and transparent research practice, and (4) the routinisation of this 
practice. For each of these areas, we outline the roles that individuals, institutions, funders, publishers, and 
Government can play in shaping the research ecosystem. Working together, these constituent members must also 
partner with sectoral and coordinating organisations to produce effective and long-lasting reforms that are fit-for-
purpose and future-proof. These efforts will strengthen research quality and create research capable of generating 
far-reaching applications with a sustained impact on society. Dublette (Preprint)

ACM / 
PoP-GS Paquete L,López-Ibáñez M

Replicability and Reproducibility in Evolutionary 
Optimization 2021 10.1145/3449726.3461405 Präsentation

PoP-GS M Soleim
Reproducibility of the Top-Performing Methods in 
the M4 Competition 2020

Reproducibility has recently received increased attention within artificial intelligence. Al- though it is claimed that 
artificial intelligence is having a reproducibility crisis, this is not yet confirmed about time series forecasting. This 
study aims to determine to what degree today’s research within the field of time series prediction is reproducible. An 
attempt to reproduce some of the methods from the M4 competition could fill this gap in the liter- ature. Ten of the 
top-performing methods in the M4 competition have been attempted reproduced. The eight methods that were 
successfully rerun produced forecasts that were not equal to the original submissions, but still gave a score that did 
not change the order of the top-performing methods in the competition. Citation

ACM The Semantic Web – ISWC 2020: 19th International Semantic Web Conference, Athens, Greece, November 2–6, 2020, Proceedings, Part I2020 Sammelband
ACM The Semantic Web – ISWC 2020: 19th International Semantic Web Conference, Athens, Greece, November 2–6, 2020, Proceedings, Part II2020 Sammelband
ACM Artificial Intelligence in Education: 21st International Conference, AIED 2020, Ifrane, Morocco, July 6–10, 2020, Proceedings, Part I2020 Sammelband

PoP-GS EK Samota, RP Davey
Knowledge and attitudes among life scientists 
towards reproducibility within journal articles 2019

… and experience in bioinformatics and computer science. Encouraging and incentivising … the reproducibility crisis is 
to identify better (quantifiable) metrics of research reproducibility … Dublette

PoP-GS R Isdahl, OE Gundersen
Out-of-the-box reproducibility: A survey of machine 
learning platforms 2019 andere Version

Even machine learning experiments that are fully conducted on computers are not necessarily reproducible. An 
increasing number of open source and commercial, closed source machine learning platforms are being developed 
that help address this problem. However, there is no standard for assessing and comparing which features are 
required to fully support reproducibility. We propose a quantitative method that alleviates this problem. Based on the 
proposed method we assess and compare the current state of the art machine learning platforms for how well they 
support making empirical results reproducible. Our results show that BEAT and Floydhub have the best support for 
reproducibility with Codalab and Kaggle as close contenders. The most commonly used machine learning platforms 
provided by the big tech companies have poor support for reproducibility.

Dublette (in anderer 
Version)



PoP-GS M Linde
PhD Proposal-Back to Bayesics: Solving the 
Reproducibility Crisis in Biomedicine 2019

De begeleider en/of auteur heeft geen toestemming gegeven tot het openbaar maken van de scriptie. The supervisor 
and/or the author did not authorize public publication of the thesis. … Nicht verfügbar

ACM Perspectives of System Informatics: 12th International Andrei P. Ershov Informatics Conference, PSI 2019, Novosibirsk, Russia, July 2–5, 2019, Revised Selected Papers2019 Sammelband

PoP-GS C Chen
Coding Be eR: Assessing and Improving the 
Reproducibility of R-Based Research With containR 2018 Citation

PoP-GS NG Nilsen Research method in AI: Reproducibility of results 2018 Citation

Taylor SJ,Eldabi T,Monks T,Rabe 
M,Uhrmacher AM

Crisis, What Crisis: Does Reproducibility in 
Modeling & Simulation Really Matter? 2018

How important it is to our discipline that we can reproduce the results of Modeling & Simulation (M&S) research? 
How important is it to be able to (re)use the models, data, and methods described in simulation publications to 
reproduce published results? Is it really that important or are the lessons and experiences described in a paper 
enough for us to build on the work of others? At the 2016 Winter Simulation Conference, a panel considered opinions 
on reproducibility in discrete-event simulation. This article builds on these and asks if there really is a reproducibility 
crisis in M&S? A diverse range of views on the subject are presented including reflections on the reproducibility in 
terms of the art and science of simulation, the frustrations of poor reproducibility, perspectives from the industrial 
production & logistics community, the wider context of open science and artefact sharing, and the role of provenance 
beyond reproducibility. Dublette

ACM
Franceschini R,Bisgambiglia 
PA,Hill DR

Reproducibility Study of a PDEVS Model Application 
to Fire Spreading 2018

The results of a scientific experiment have to be reproduced to be valid. The scientific method is well known in 
experimental sciences but it is not always the case for computer scientists. Recent publications and studies has 
shown that there is a significant reproducibility crisis in Biology and Medicine. This problem has also been 
demonstrated for hundreds of publications in computer science where only a limited set of publication results could 
be reproduced. In this paper we present the reproducibility challenge and we examine the reproducibility of a Parallel 
Discrete Event System Specification (PDEVS) model with two different execution frameworks.

simulation, fire-spreading, reproducibility, 
PDEVS Dublette

PoP-GS M Konkol, C Kray, M Pfeiffer
The state of reproducibility in the computational 
geosciences 2018

… As a result, the reproducibility crisis (Baker 2016) emerged due to irreproducible papers and flaws detected in 
published articles (cf. Benestad et al. 2016). To solve these technical and …

Dublette (in anderer 
Version)

PoP-GS AL Plant, RJ Hanisch
Reproducibility and Replicability in Science, A 
Metrology Perspective 2018

Scientific progress requires the ability of scientists to build on the results produced by those who preceded them. 
Because of this, there is concern that irreproducible scientific results are being reported. We suggest that while 
reproducibility can be an important hallmark of good science, it is not often the most important indicator. The 
discipline of metrology, or measurement science, describes a measurement result as a value and the uncertainty 
around that value. We propose a systematic process for considering the sources of uncertainty in a scientific study 
that can be applied to virtually all disciplines of scientific research. We suggest that a research study can be 
characterized by how sources of uncertainty in the study are reported and mitigated. Such activities can add to the 
value of scientific results and the ability to share data effectively. Dublette (Preprint)

ACM
Gonzalez-Beltran A,Osborne 
F,Peroni S,Vahdati S

SAVE-SD 2017: Third Workshop on Semantics, 
Analytics and Visualisation: Enhancing Scholarly 
Data 2017 10.1145/3041021.3055257

The third edition of the Workshop on Semantics, Analytics and Visualisation: Enhancing Scholarly Data (SAVE-SD 
2017) is taking place in Perth, Australia on the 3rd of April 2017, co-located with the 26th International World Wide 
Web Conference. The main goal of the workshop is to provide a venue for researchers, publishers and other 
companies to engage in discussions about semantics, analytics and visualisations on scholarly data. www'17 co-located workshop Ankündigung

PoP-GS FH de la Guardia

How transparency and reproducibility can increase 
credibility in policy analysis: A case study of the 
minimum wage policy estimate 2017

The analysis of public policies, even when performed by the best non-partisan
agencies, often lacks credibility (Manski, 2013). This allows policy makers to cherrypick
between reports, or within a specific report, to select estimates that better match
their beliefs. For example, in 2014 the Congressional Budget Office (CBO) produced
a report on the effects of raising the minimum wage that was cited both by opponents
and supporters of the policy, with each side accepting as credible only partial elements
of the report. Lack of transparency and reproducibility (TR) in a policy report implies
that its credibility relies on the reputation of the authors, and their organizations,
instead of on a critical appraisal of the analysis.
This dissertation translates to policy analysis solutions developed to address the
lack of credibility in a different setting: the reproducibility crisis in science. I adapt the
Transparency and Openness Promotion (TOP) guidelines (Nosek et al, 2015) to the
policy analysis setting. The highest standards from the adapted guidelines involve the
use of two key tools: dynamic documents that combine all elements of an analysis in one
place, and open source version control (git). I then implement these high standards in
a case study of the CBO report mentioned above, and present the complete analysis in
the form of an open-source dynamic document. In addition to increasing the credibility
of the case study analysis, this methodology brings attention to several components of
the policy analysis that have been traditionally overlooked in academic research, for
example the distribution of the losses used to pay for the increase in wages. Increasing
our knowledge in these overlooked areas may prove most valuable to an evidence-based
policy debate. Dublette

PoP-GS
A Urkullu Villanueva, A Pérez 
Martínez…

Statistical model for the reproducibility in ranking 
based feature selection 2017

The stability of feature subset selection algorithms has become crucial in real-world problems due to the need for 
consistent experimental results across different replicates. Specifically, in this paper, we analyze the reproducibility 
of ranking-based feature subset selection algorithms. When applied to data, this family of algorithms builds an 
ordering of variables in terms of a measure of relevance. In order to quantify the reproducibility of ranking-based 
feature subset selection algorithms, we propose a model that takes into account all the different sized subsets of top-
ranked features. The model is fitted to data through the minimization of an error function related to the expected 
values of Kuncheva’s consistency index for those subsets. Once it is fitted, the model provides practical information 
about the feature subset selection algorithm analyzed, such as a measure of its expected reproducibility or its 
estimated area under the receiver operating characteristic curve regarding the identification of relevant features. We 
test our model empirically using both synthetic and a wide range of real data. The results show that our proposal can 
be used to analyze feature subset selection algorithms based on rankings in terms of their reproducibility and their 
performance. Dublette



PoP-GS M Arroyo Araujo, M Kas

PhD proposal: A standardized behavioural battery 
to test new pharmacological compounds on rodent 
models: a step to tackle the reproducibility crisis. 2017

De begeleider en/of auteur heeft geen toestemming gegeven tot het openbaar maken van de scriptie. The supervisor 
and/or the author did not authorize public publication of the thesis. … Nicht verfügbar

PoP-GS B Ludäscher
Computational Reproducibility vs Transparency: Is it 
FAIR enough? Citation

PoP-GS ARRNU Docker Part I: Practicing Reproducibility
… reproducibility is perhaps the key foundational skill for scientific computing. Perhaps most importantly, working 
towards computational reproducibility … computational reproducibility helps …

Citattion / Raubkopie. 
Original siehe: 
http://www.practicerepro
ducibleresearch.org; hier: 
Kjensmo, Sigbjørn

PoP-GS JS Sansone, J Tijdink, T Vergoulis
TIER2: enhancing Trust, Integrity and Efficiency in 
Research through next-level Reproducibility

Lack of reproducibility of research results has become a major theme in recent years. As we emerge from the COVID-
19 pandemic, economic pressures and exposed consequences of lack of societal trust in science make addressing 
reproducibility of urgent importance. TIER2 is a new international project funded by the European Commission under 
their Horizon Europe programme. Covering three broad research areas (social, life and computer sciences) and two 
cross-disciplinary stakeholder groups (research publishers and funders) to systematically investigate reproducibility 
across contexts, TIER2 will significantly boost knowledge on reproducibility, create tools, engage communities, 
implement interventions and policy across different contexts to increase re-use and overall quality of research results 
in the European Research Area and global R&I, and consequently increase trust, integrity and efficiency in research.

Open Science, Reproducibility, Research 
quality, Epistemic diversity, Tools and 
practices, Policy intervention, EOSC, 
Reproducibility Networks, Community 
engagement Dublette



Quelle
Authors

Title Public
atio

n year

DOI/F
ull t

ext U
RL

Abstr
act

Keywords

Anmerkungen

Anreize

Methoden-, D
aten- u

nd 

Ergebnist
ransp

arenz

Publik
atio

nsk
ultu

r

Methodenkompetenz 

(R
eproduzie

rbarkeit)

Methodenkompetenz (
wiss

.)

Le
hre &

 W
eite

rbild
ung

Data exce
lle

nce

Tools/
Krit

erie
n/b

ench
marking zu

r 

Evaluatio
n

Infra
str

uktur

Begutach
tung

Polic
ies

Fördergelder

Defin
itio

n

Metadaten, O
ntologien, S

tandards, 
Modelle

Grundsa
tzf

ragen

PoP-GS
GM Di Nunzio, R 
Minzoni

A Thorough Reproducibility Study on Sentiment 
Classification: Methodology, Experimental Setting, Results 2023

A survey published by Nature in 2016 revealed that more than 70% of researchers failed in their 
attempt to reproduce another researcher’s experiments, and over 50% failed to reproduce one of 
their own experiments; a state of affairs that has been termed the ‘reproducibility crisis’ in 
science. 
The purpose of this work is to contribute to the field by presenting a reproducibility study of a 
Natural Language Processing paper about “Language Representation Models for Fine-Grained 
Sentiment Classification”. A thorough analysis of the methodology, experimental setting, and 
experimental results are presented, leading to a discussion of the issues and the necessary steps 
involved in this kind of study.

reproducibility; natural 
language processing; 
sentiment classification; 
language models 1 1 1 1 1 1 1 1

CIT Ulmer et al.
Experimental Standards for Deep Learning in Natural 
Language Processing Research 2022 arXiv:2204.06251

The field of Deep Learning (DL) has undergone explosive growth during the last decade, with a 
substantial impact on Natural Language Processing (NLP) as well. Yet, compared to more established 
disciplines, a lack of common experimental standards remains an open challenge to the field at large. 
Starting from fundamental scientific principles, we distill ongoing discussions on experimental standards 
in NLP into a single, widely-applicable methodology. Following these best practices is crucial to 
strengthen experimental evidence, improve reproducibility and support scientific progress. These 
standards are further collected in a public repository to help them transparently adapt to future needs. 1 1 1 1 1 1 1 1 1 1

CIT Mitchell et al. Model Cards for Model Reporting 2019 10.1145/3287560.3287596

Trained machine learning models are increasingly used to perform high-impact tasks in areas such as 
law enforcement, medicine, education, and employment. In order to clarify the intended use cases of 
machine learning models and minimize their usage in contexts for which they are not well suited, we 
recommend that released models be accompanied by documentation detailing their performance 
characteristics. In this paper, we propose a framework that we call model cards, to encourage such 
transparent model reporting. Model cards are short documents accompanying trained machine learning 
models that provide benchmarked evaluation in a variety of conditions, such as across different 
cultural, demographic, or phenotypic groups (e.g., race, geographic location, sex, Fitzpatrick skin type 
[15]) and intersectional groups (e.g., age and race, or sex and Fitzpatrick skin type) that are relevant to 
the intended application domains. Model cards also disclose the context in which models are intended 
to be used, details of the performance evaluation procedures, and other relevant information. While we 
focus primarily on human-centered machine learning models in the application fields of computer vision 
and natural language processing, this framework can be used to document any trained machine 
learning model. To solidify the concept, we provide cards for two supervised models: One trained to 
detect smiling faces in images, and one trained to detect toxic comments in text. We propose model 
cards as a step towards the responsible democratization of machine learning and related artificial 
intelligence technology, increasing transparency into how well artificial intelligence technology works. 
We hope this work encourages those releasing trained machine learning models to accompany model 
releases with similar detailed evaluation numbers and other relevant documentation.

CIT Bender, Friedman
Data Statements for Natural Language Processing: Toward 
Mitigating System Bias and Enabling Better Science 2018 https://aclanthology.org/Q18-1041/

In this paper, we propose data statements as a design solution and professional practice for natural 
language processing technologists, in both research and development. Through the adoption and 
widespread use of data statements, the field can begin to address critical scientific and ethical issues 
that result from the use of data from certain populations in the development of technology for other 
populations. We present a form that data statements can take and explore the implications of adopting 
them as part of regular practice. We argue that data statements will help alleviate issues related to 
exclusion and bias in language technology, lead to better precision in claims about how natural 
language processing research can generalize and thus better engineering results, protect companies 
from public embarrassment, and ultimately lead to language technology that meets its users in their 
own preferred linguistic style and furthermore does not misrepresent them to others.

CIT Caswell et al.
Quality at a Glance: An Audit of Web-Crawled Multilingual 
Datasets v4, 2022 arXiv:2103.12028

With the success of large-scale pre-training and multilingual modeling in Natural Language Processing 
(NLP), recent years have seen a proliferation of large, web-mined text datasets covering hundreds of 
languages. We manually audit the quality of 205 language-specific corpora released with five major 
public datasets (CCAligned, ParaCrawl, WikiMatrix, OSCAR, mC4). Lower-resource corpora have 
systematic issues: At least 15 corpora have no usable text, and a significant fraction contains less than 
50% sentences of acceptable quality. In addition, many are mislabeled or use nonstandard/ambiguous 
language codes. We demonstrate that these issues are easy to detect even for non-proficient 
speakers, and supplement the human audit with automatic analyses. Finally, we recommend 
techniques to evaluate and improve multilingual corpora and discuss potential risks that come with low-
quality data releases.

PoP-GS

M Maistro, T 
Breuer, P Schaer, 
N Ferro

An in-depth investigation on the behavior of measures to 
quantify reproducibility 2023 https://www.sciencedirect.com/science/article/pii/S0306457323000699

Science is facing a so-called reproducibility crisis, where researchers struggle to repeat 
experiments and to get the same or comparable results. This represents a fundamental problem 
in any scientific discipline because reproducibility lies at the very basis of the scientific method. 
A central methodological question is how to measure reproducibility and interpret different 
measures. In Information Retrieval (IR), current practices to measure reproducibility rely mainly 
on comparing averaged scores. If the reproduced score is close enough to the original one, the 
reproducibility experiment is deemed successful, although the identical scores can still rely on 
entirely different result lists. Therefore, this paper focuses on measures to quantify 
reproducibility in IR and their behavior. We present a critical analysis of IR reproducibility 
measures by synthetically generating runs in a controlled experimental setting, which allows us 
to control the amount of reproducibility error. These synthetic runs are generated by a 
deterioration algorithm based on swaps and replacements of documents in ranked lists. We 
investigate the behavior of different reproducibility measures with these synthetic runs in three 
different scenarios. Moreover, we propose a normalized version of Root Mean Square Error 
(RMSE) to quantify reproducibility better. Experimental results show that a single score is not 
enough to decide whether an experiment is successfully reproduced because such a score 
depends on the type of effectiveness measure and the performance of the original run. This 
study highlights how challenging it can be to reproduce experimental results and quantify the 
amount of reproducibility.

Reproducibility, 
Information retrieval, 
Evaluation 1

CIT Potthast et al. TIRA Integrated Research Architecture 2019 https://link.springer.com/chapter/10.1007/978-3-030-22948-1_5

Data and software are immaterial. Scientists in computer science hence have the unique chance to let 
other scientists easily reproduce their findings. Similarly, and with the same ease, the organization of 
shared tasks, i.e., the collaborative search for new algorithms given a predefined problem, is possible. 
Experience shows that the potential of reproducibility is hardly tapped in either case. Based on this 
observation, and driven by the ambitious goal to find the best solutions for certain problems in our 
research field, we have been developing the TIRA Integrated Research Architecture. Within TIRA, the 
reproducibility requirement got top priority right from the start. This chapter introduces the platform, its 
design requirements, its workflows from both the participants’ and the organizers’ perspectives, 
alongside a report on user experience and usage scenarios. 1 1 1 1



CIT Schaer et al. Overview of LiLAS 2021 – Living Labs for Academic Search 2021 https://link.springer.com/chapter/10.1007/978-3-030-85251-1_25

The Living Labs for Academic Search (LiLAS) lab aims to strengthen the concept of user-centric living 
labs for academic search. The methodological gap between real-world and lab-based evaluation 
should be bridged by allowing lab participants to evaluate their retrieval approaches in two real-world 
academic search systems from life sciences and social sciences. This overview paper outlines the two 
academic search systems LIVIVO and GESIS Search, and their corresponding tasks within LiLAS, 
which are ad-hoc retrieval and dataset recommendation. The lab is based on a new evaluation 
infrastructure named STELLA that allows participants to submit results corresponding to their 
experimental systems in the form of pre-computed runs and Docker containers that can be integrated 
into production systems and generate experimental results in real-time. Both submission types are 
interleaved with the results provided by the productive systems allowing for a seamless presentation 
and evaluation. The evaluation of results and a meta-analysis of the different tasks and submission 
types complement this overview.

ACM / 
PoP-GS

Mauerer 
W,Klessinger 
S,Scherzinger S

Beyond the Badge: Reproducibility Engineering as a 
Lifetime Skill 2023 10.1145/3528231.3528359

Ascertaining reproducibility of scientific experiments is receiving increased attention across 
disciplines. We argue that the necessary skills are important beyond pure scientific utility, and 
that they should be taught as part of software engineering (SWE) education. They serve a dual 
purpose: Apart from acquiring the coveted badges assigned to reproducible research, 
reproducibility engineering is a lifetime skill for a professional industrial career in computer 
science.SWE curricula seem an ideal fit for conveying such capabilities, yet they require some 
extensions, especially given that even at flagship conferences like ICSE, only slightly more than 
one-third of the technical papers (at the 2021 edition) receive recognition for artefact 
reusability. Knowledge and capabilities in setting up engineering environments that allow for 
reproducing artefacts and results over decades (a standard requirement in many traditional 
engineering disciplines), writing semi-literate commit messages that document crucial steps of 
a decision-making process and that are tightly coupled with code, or sustainably taming 
dynamic, quickly changing software dependencies, to name a few: They all contribute to solving 
the scientific reproducibility crisis, and enable software engineers to build sustainable, long-
term maintainable, software-intensive, industrial systems. We propose to teach these skills at 
the undergraduate level, on par with traditional SWE topics.

• Social and professional 
topics → Software 
engineering edu- cation; • 
Software and its 
engineering → Maintaining 
software; Software version 
control.
reproducibility engineering, 
teaching software 
engineering
teaching software 
engineering, reproducibility 
engineering 1 1 1 1

ACM

Tanwar 
S,Ribadiya 
D,Bhattacharya 
P,Nair AR,Kumar 
N,Jo M

Fusion of Blockchain and IoT in Scientific Publishing: 
Taxonomy, Tools, and Future Directions 2023 10.1016/j.future.2022.12.036

Scientific publishing systems (SPS) provides platforms to authors, reviewers, and editors to 
express research for the betterment of the community. Traditionally, the research databases are 
assigned electronic identifiers, and manuscripts are preserved in electronic form. Owing to the 
large scale of submissions in the databases, it becomes difficult for the repositories to manage 
their electronic volumes. The search queries and retrievals are complex, and the publishing 
process takes a lot of time, which defeats the purpose of the contribution in many cases by the 
author. Moreover, the process is non-transparent, and is limited due to ineffective article 
tracking policies. With the advent of the Internet of Things (IoT), the libraries have transitioned 
towards smart objects that process academic repositories with low-powered computations. In 
the same way, meta-information passes through lightweight IoT protocols to distributed servers. 
Coupled with blockchain (BC), a secured and trusted publishing platform is assured in SPS, with 
transparency among all academic stakeholders. Traditional SPS platforms do not provide any 
rewarding method for peer review and do not support and store unsuccessful articles. Besides, 
published works are not verified thoroughly, and this can lead to misconduct in scientific 
publishing. Motivated by these facts, in this paper, we present a survey on the fusion of BC and 
IoT for SPS, which serves the dual purpose of low-powered computational tagging of 
manuscripts as smart objects, and that also supports rewarding and completing the verification 
of transactions by peers without involving a third party. A case study of a hyperledger driven IoT-
enabled scientific publishing system (SPS) is proposed to address the limitations of the 
traditional SPS. Lastly, we present open issues and challenges concerning the current SPSs and 
the proposed BC-driven SPS.

Smart objects, Data 
security, Scientific 
publishing, Blockchain, IoT, 
Digital tagging 1 1 1 1

PoP-GS T Kou Reconceptualizing Machine Learning Reproducibility 2023

Reproducibility is broadly interpreted as the chance of getting the same results through a re-run 
of the original study in a reproduction study. The concept has been adopted by many areas of 
research as an important criterion to evaluate the quality of research and the validity of research 
claims. Reproducibility is a sign of the stability of finding and is treated as a surrogate of truth. I 
use reproducibility to refer to the chance of reproducing the same results, rather than the chance 
of reproducing the same experiment.
In chapter one, I will give the reader an introduction to the concept of reproducibility and show 
the motivation of this thesis. After chapter one, readers should have the knowledge of why 
reproducibility is important to scientists and its diverse functions conceptualized by scientists. 
The concept also has complications in terms of its limitation, contextuality, and 
operationalization. I will also demonstrate why ML researchers care about reproducibility and 
what an ML reproduction study looks like. I identify the gap of missing philosophical reflections 
on ML reproducibility. I will show that bridging the gap requires situated analyses in ML 
research; existing reflections on the concept at a general level are insu 1 1 1

CIT Momin M. Malik A Hierarchy of Limitations in Machine Learning 2020 https://arxiv.org/pdf/2002.05193.pdf

“All models are wrong, but some are useful,” wrote George E. P. Box (1979). Machine learning has 
focused on the usefulness of probability models for prediction in social systems, but is only now coming 
to grips with the ways in which these models are wrong—and the consequences of those 
shortcomings. This paper attempts a comprehensive, structured overview of the specific conceptual, 
procedural, and statistical limitations of models in machine learning when applied to society. Machine 
learning modelers themselves can use the described hierarchy to identify possible failure points and 
think through how to address them, and consumers of machine learning models can know what to 
question when confronted with the decision about if, where, and how to apply machine learning. The 
limitations go from commitments inherent in quantification itself, through to showing how unmodeled 
dependencies can lead to cross-validation being overly optimistic as a way of assessing model 
performance. 1 1

PoP-GS

R Albertoni, S 
Colantonio, P 
Skrzypczyński…

Reproducibility of Machine Learning: Terminology, 
Recommendations and Open Issues 2023

Reproducibility is one of the core dimensions that concur to deliver Trustworthy Artificial 
Intelligence. Broadly speaking, reproducibility can be defined as the possibility to reproduce the 
same or a similar experiment or method, thereby obtaining the same or similar results as the 
original scientists. It is an essential ingredient of the scientific method and crucial for gaining 
trust in relevant claims. A reproducibility crisis has been recently acknowledged by scientists and 
this seems to affect even more Artificial Intelligence and Machine Learning, due to the 
complexity of the models at the core of their recent successes. Notwithstanding the recent 
debate on Artificial Intelligence reproducibility, its practical implementation is still insufficient, 
also because many technical issues are overlooked. In this survey, we critically review the 
current literature on the topic and highlight the open issues. Our contribution is three-fold. We 
propose a concise terminological review of the terms coming into play. We collect and 
systematize existing recommendations for achieving reproducibility, putting forth the means to 
comply with them. We identify key elements often overlooked in modern Machine Learning and 
provide novel recommendations for them. We further specialize these for two critical 
application domains, namely the biomedical and physical artificial intelligence fields.

CCS Concepts: • Computing 
methodologies → Machine 
learning; Artificial 
intelligence; • General and 
reference → 
Experimentation; 
Evaluation.
reproducibility, 
terminology, 
recommendations, deep 
learning, physical artificial 
intelligence, biomedical 
applications 1 1 1 1 1 1



CIT

Odd Erik 
Gundersen, 
Sigbjørn Kjensmo State of the Art: Reproducibility in Artificial Intelligence 2018 https://cdn.aaai.org/ojs/11503/11503-13-15031-1-2-20201228.pdf

Background: Research results in artificial intelligence (AI) are criticized for not being reproducible. 
Objective: To quan- tify the state of reproducibility of empirical AI research us- ing six reproducibility 
metrics measuring three different de- grees of reproducibility. Hypotheses: 1) AI research is not 
documented well enough to reproduce the reported results. 2) Documentation practices have improved 
over time. Method: The literature is reviewed and a set of variables that should be documented to 
enable reproducibility are grouped into three factors: Experiment, Data and Method. The metrics 
describe how well the factors have been documented for a paper. A to- tal of 400 research papers 
from the conference series IJCAI and AAAI have been surveyed using the metrics. Findings: None of 
the papers document all of the variables. The metrics show that between 20% and 30% of the 
variables for each fac- tor are documented. One of the metrics show statistically sig- nificant increase 
over time while the others show no change. Interpretation: The reproducibility scores decrease with in- 
creased documentation requirements. Improvement over time is found. Conclusion: Both hypotheses 
are supported.

CIT Raff E
A Step Toward Quantifying Independently Reproducible 
Machine Learning Research 2019 10.48550/arXiv.1909.06674

What makes a paper independently reproducible? Debates on reproducibility center around intuition or 
assumptions but lack empirical results. Our field focuses on releasing code, which is important, but is 
not sufficient for determining reproducibility. We take the first step toward a quantifiable answer by 
manually attempting to implement 255 papers published from 1984 until 2017, recording features of 
each paper, and performing statistical analysis of the results. For each paper, we did not look at the 
authors code, if released, in order to prevent bias toward discrepancies between code and paper.

CIT Gebru et al,. Datasheets for Datasets [v8] 2021 https://arxiv.org/abs/1803.09010

The machine learning community currently has no standardized process for documenting datasets, 
which can lead to severe consequences in high-stakes domains. To address this gap, we propose 
datasheets for datasets. In the electronics industry, every component, no matter how simple or 
complex, is accompanied with a datasheet that describes its operating characteristics, test results, 
recommended uses, and other information. By analogy, we propose that every dataset be 
accompanied with a datasheet that documents its motivation, composition, collection process, 
recommended uses, and so on. Datasheets for datasets will facilitate better communication between 
dataset creators and dataset consumers, and encourage the machine learning community to prioritize 
transparency and accountability.

CIT Lopresti et al. Reproducibility: Evaluating the Evaluations 2021 https://link.springer.com/chapter/10.1007/978-3-030-76423-4_2

Evaluation is at the heart of reproducibility in research, and the related but distinct concept of 
replicability. The difference between the two is whether the determination is based on the original 
author’s source code (replicability), or is independent of the code and based purely on a written 
description of the method (reproducibility). A recent study of published machine learning experiments 
concluded that only two-thirds were reproducible, and that paradoxically, having access to the source 
code did not help with reproducibility, even though it obviously provides for replicability. Reproducibility 
depends critically, then, on the quality and completeness of both internal and external documentation. 
The growing popularity of competitions at pattern recognition conferences presents an opportunity to 
develop and disseminate new best practices for evaluating reproducibility. As an initial step forward, we 
collected the final reports and reviewed the competition websites associated with recent ICPR and 
ICDAR conferences. We used this data from 42 competitions to assess current practices and posit 
ways to extend evaluations from replicability (already checked by some competitions) to reproducibility 
on application-oriented data. We recommend empirical standards, monitoring competitions, and 
modified code testing to be considered and discussed by the research community as we all work 
together to advance the desirable goals of conducting and publishing research that achieves higher 
degrees of reproducibility. Competitions can play a special role in this regard, but only if certain 
changes are made in the way they are formulated, run, and documented.

CIT Quaranta et al.
A Taxonomy of Tools for Reproducible Machine Learning 
Experiments 2021 https://ceur-ws.org/Vol-3078/paper-81.pdf

The broad availability of machine learning (ML) libraries and frameworks makes the rapid prototyping of 
ML models a relatively easy task to achieve. However, the quality of prototypes is challenged by their 
reproducibility. Reproducing an ML experiment typically entails repeating the whole process, from data 
collection to model building, other than multiple optimization steps that must be carefully tracked. In 
this paper, we define a comprehensive taxonomy to characterize tools for ML experiment tracking and 
review some of the most popular solutions under the lens of the taxonomy. The taxonomy and related 
recommendations may help data scientists to more easily orient themselves and make an informed 
choice when selecting appropriate tools to shape the workflow of their ML experiments.

PoP-GS T Ross-Hellauer Strategic priorities for reproducibility reform 2023 10.1371/journal.pbio.3001943

Recent years have stress-tested the scientific system. The COVID-19 pandemic demonstrated 
the potential for Open Science to aid humanity in rapid, collective action to meet catastrophic 
challenges [1]. But it also cruelly exposed the consequences of a continuing lack of societal trust 
in science (e.g., “anti-vax” sentiment) and, along with geopolitical unrest, has wrought economic 
havoc that will squeeze research funding in the coming years.
The specter of a “reproducibility crisis” has haunted meta-science and research policy 
conversations for years now [2]. Definitions vary, but at its broadest, reproducibility just means 
obtaining consistent results when repeating experiments and analyses. It is usually taken as a 
key tenet of science itself, if not a direct proxy for quality and credibility of results. Tackling the 
causes of poor levels of reproducibility stands to boost trust, integrity, and efficiency in research. 
Given the current circumstances, this should be a major priority for all research stakeholders, 
including funders, institutions, publishers, and individual researchers themselves.
Much valuable work has already been done, but in my view, much of what we know, as well as 
the actions we are taking, are targeted narrowly on specific fields, with piecemeal initiatives 
and limited alignment of strategic action across stakeholders and elements of research. For 
broader reproducibility reform to take place and achieve maximum impact, I propose five 
strategic priorities for action (Fig 1). 1 1 1

CIT B Nosek Strategy for Culture Change 2019 https://www.cos.io/blog/strategy-for-culture-change

Behavior change is hard.  Whatever its faults, the status quo is familiar and the warts are known.  The 
status quo is also easy to maintain. Just do nothing, inertia takes care of everything.  We even have a 
tendency to defend the status quo. We’d rather believe that the way it is, is the way it should be.
Overcoming the allure of the status quo is helpful but not sufficient to change behavior.  Many 
behavior change strategies focus on providing reasons to have the motivation to change, and skills 
and knowledge to have the ability to change.  If I know what to do, want to do it, and believe that I 
can do it, then I’ll do it, right? 1

PoP-GS

S Stewart, CR 
Pennington, G 
Silva, N Ballou, J 
Butler…

Reforms to improve reproducibility and quality must be 
coordinated across the research ecosystem: the view from 
the UKRN Local Network Leads 2022 10.1186/s13104-022-05949-w

Many disciplines are facing a “reproducibility crisis”, which has precipitated much discussion 
about how to improve research integrity, reproducibility, and transparency. A unified effort 
across all sectors, levels, and stages of the research ecosystem is needed to coordinate goals 
and reforms that focus on open and transparent research practices. Promoting a more positive 
incentive culture for all ecosystem members is also paramount. In this commentary, we—the 
Local Network Leads of the UK Reproducibility Network—outline our response to the UK House 
of Commons Science and Technology Committee’s inquiry on research integrity and 
reproducibility. We argue that coordinated change is needed to create (1) a positive research 
culture, (2) a unified stance on improving research quality, (3) common foundations for open and 
transparent research practice, and (4) the routinisation of this practice. For each of these areas, 
we outline the roles that individuals, institutions, funders, publishers, and Government can play 
in shaping the research ecosystem. Working together, these constituent members must also 
partner with sectoral and coordinating organisations to produce effective and long-lasting 
reforms that are fit-for-purpose and future-proof. These efforts will strengthen research quality 
and create research capable of generating far-reaching applications with a sustained impact on 
society.
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PoP-GS

NJ Horton, R 
Alexander, M 
Parker…

The Growing Importance of Reproducibility and 
Responsible Workflow in the Data Science and Statistics 
Curriculum 2022 10.1080/26939169.2022.2141001

… The reproducibility crisis that was first identified in psychology is now known to afflict much of 
the physical and social sciences. Steps taken to address this crisis, including improved … Editorial 1 1 1 1



PoP-GS
W Mauerer, S 
Scherzinger 1-2-3 reproducibility for quantum software experiments 2022 https://ieeexplore.ieee.org/abstract/document/9825822/

Various fields of science face a reproducibility crisis. For quantum software engineering as an 
emerging field, it is therefore imminent to focus on proper reproducibility engineering from the 
start. Yet the provision of reproduction packages is almost universally lacking. Actionable advice 
on how to build such packages is rare, particularly unfortunate in a field with many contributions 
from researchers with backgrounds outside computer science. In this article, we argue how to 
rectify this deficiency by proposing a 1-2-3 approach to reproducibility engineering for quantum 
software experiments: Using a meta-generation mechanism, we generate DOl-safe, long-term 
functioning and dependency-free reproduction packages. They are designed to satisfy the 
requirements of professional and learned societies solely on the basis of project-specific 
research artefacts (source code, measurement and configuration data), and require little 
temporal investment by researchers. Our scheme ascertains long- term traceability even when 
the quantum processor itself is no longer accessible. By drastically lowering the technical bar, 
we foster the proliferation of reproduction packages in quantum software experiments and ease 
the inclusion of non-CS researchers entering the field.
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A Blockchain-Based Architecture for Trust in Collaborative 
Scientific Experimentation 2022 10.1007/s10723-022-09626-x

In scientific collaboration, data sharing, the exchange of ideas and results are essential to 
knowledge construction and the development of science. Hence, we must guarantee 
interoperability, privacy, traceability (reinforcing transparency), and trust. Provenance has been 
widely recognized for providing a history of the steps taken in scientific experiments. 
Consequently, we must support traceability, assisting in scientific results’ reproducibility. One of 
the technologies that can enhance trust in collaborative scientific experimentation is blockchain. 
This work proposes an architecture, named BlockFlow, based on blockchain, provenance, and 
cloud infrastructure to bring trust and traceability in the execution of collaborative scientific 
experiments. The proposed architecture is implemented on Hyperledger, and a scenario about 
the genomic sequencing of the SARS-CoV-2 coronavirus is used to evaluate the architecture, 
discussing the benefits of providing traceability and trust in collaborative scientific 
experimentation. Furthermore, the architecture addresses the heterogeneity of shared data, 
facilitating interpretation by geographically distributed researchers and analysis of such data. 
Through a blockchain-based architecture that provides support on provenance and blockchain, we 
can enhance data sharing, traceability, and trust in collaborative scientific experiments.
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Reproducibility has become an increasingly debated topic in NLP and ML over recent years, but 
so far, no commonly accepted definitions of even basic terms or concepts have emerged. The 
range of different definitions proposed within NLP/ML not only do not agree with each other, 
they are also not aligned with standard scientific definitions. This article examines the standard 
definitions of repeatability and reproducibility provided by the meta-science of metrology, and 
explores what they imply in terms of how to assess reproducibility, and what adopting them 
would mean for reproducibility assessment in NLP/ML. It turns out the standard definitions lead 
directly to a method for assessing reproducibility in quantified terms that renders results from 
reproduction studies comparable across multiple reproductions of the same original study, as 
well as reproductions of different original studies. The article considers where this method sits 
in relation to other aspects of NLP work one might wish to assess in the context of 
reproducibility. 1 1
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Community Perspective on Replicability in Natural Language 
Processing 2019 10.26615/978-954-452-056-4_089

With recent efforts in drawing attention to the task of replicating and/or reproducing results, for 
example in the context of COLING 2018 and various LREC workshops, the question arises how the 
NLP community views the topic of replicability in general. Using a survey, in which we involve members 
of the NLP community, we investigate how our community perceives this topic, its relevance and 
options for improvement. Based on over two hundred participants, the survey results confirm earlier 
observations, that successful reproducibility requires more than having access to code and data. 
Additionally, the results show that the topic has to be tackled from the authors’, reviewers’ and 
community’s side.
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A Model-Driven Approach for Systematic Reproducibility 
and Replicability of Data Science Projects 2022 10.1007/978-3-031-07472-1_9

In the last few years, there has been an important increase in the number of tools and 
approaches to define pipelines that allow the development of data science projects. They allow 
not only the pipeline definition but also the code generation needed to execute the project 
providing an easy way to carry out the projects even for non-expert users. However, there are 
still some challenges that these tools do not address yet, e.g. the possibility of executing 
pipelines defined by using different tools or execute them in different environments 
(reproducibility and replicability) or models validation and verification by identifying inconsistent 
operations (intentionality). In order to alleviate these problems, this paper presents a Model-
Driven framework for the definition of data science pipelines independent of the particular 
execution platform and tools. The framework relies on the separation of the pipeline definition 
into two different modelling layers: conceptual, where the data scientist may specify all the data 
and models operations to be carried out by the pipeline; operational, where the data engineer 
may describe the execution environment details where the operations (defined in the conceptual 
part) will be implemented. Based on this abstract definition and layers separation, the approach 
allows: the usage of different tools improving, thus, process replicability; the automation of the 
process execution, enhancing process reproducibility; and the definition of model verification 
rules, providing intentionality restrictions.
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The revalidation, reinterpretation and reuse of research data analyses requires having access to the 
original computing environment, the experimental datasets, the analysis software, and the 
computational workflow steps which were used by researchers to produce the original scientific results 
in the first place.
REANA (Reusable Analyses) is a nascent platform enabling researchers to structure their research 
data analyses in view of enabling future reuse. The analysis is described by means of a YAML file that 
captures sufficient information about the analysis assets, parameters and processes. The REANA 
platform consists of a set of micro-services allowing to launch and monitor container-based 
computational workflow jobs on the cloud. The REANA user interface and the command-line client 
enables researchers to easily rerun analysis workflows with new input parameters. The REANA platform 
aims at supporting several container technologies (Docker), workflow engines (CWL, Yadage), shared 
storage systems (Ceph, EOS) and compute cloud infrastructures (Ku-bernetes/OpenStack, HTCondor) 
used by the community.
REANA was developed with the particle physics use case in mind and profits from synergies with 
general reusable research data analysis patterns in other scientific disciplines, such as bioinformatics 
and life sciences.
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Publishing computational research - a review of infrastructures 
for reproducible and transparent scholarly communication 2020 10.1186/s41073-020-00095-y

Background: The trend toward open science increases the pressure on authors to provide access to 
the source code and data they used to compute the results reported in their scientific papers. Since 
sharing materials reproducibly is challenging, several projects have developed solutions to support the 
release of executable analyses alongside articles.

Methods: We reviewed 11 applications that can assist researchers in adhering to reproducibility 
principles. The applications were found through a literature search and interactions with the 
reproducible research community. An application was included in our analysis if it (i) was actively 
maintained at the time the data for this paper was collected, (ii) supports the publication of executable 
code and data, (iii) is connected to the scholarly publication process. By investigating the software 
documentation and published articles, we compared the applications across 19 criteria, such as 
deployment options and features that support authors in creating and readers in studying executable 
papers.

Results: From the 11 applications, eight allow publishers to self-host the system for free, whereas three 
provide paid services. Authors can submit an executable analysis using Jupyter Notebooks or R 
Markdown documents (10 applications support these formats). All approaches provide features to 
assist readers in studying the materials, e.g., one-click reproducible results or tools for manipulating the 
analysis parameters. Six applications allow for modifying materials after publication.

Conclusions: The applications support authors to publish reproducible research predominantly with 
literate programming. Concerning readers, most applications provide user interfaces to inspect and 
manipulate the computational analysis. The next step is to investigate the gaps identified in this 
review, such as the costs publishers have to expect when hosting an application, the consideration of 
sensitive data, and impacts on the review process.

Keywords: Computational statistics; Open reproducible research; Open science; Scholarly 
communication. 1
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There are many factors that contribute to the reproducibility and replicability of scientific research. 
There is a need to understand the research ecosystem, and improvements will require combined 
efforts across all parts of this ecosystem. National structures can play an important role in coordinating 
these efforts, working collaboratively with researchers, institutions, funders, publishers, learned 
societies and other sectoral organisations, and providing a monitoring and reporting function. Whilst 
many new ways of working and emerging innovations hold a great deal of promise, it will be important 
to invest in meta-research activity to ensure that these approaches are evidence based, work as 
intended, and do not have unintended consequences. Addressing reproducibility will require working 
collaboratively across the research ecosystem to share best practice and to make the most effective 
use of resources. The UK Reproducibility Network (UKRN) brings together Local Networks of 
researchers, Institutions, and External Stakeholders (funders, publishers, learned societies and other 
sectoral organisations), to coordinate action on reproducibility and work to ensure the UK retains its 
place as a centre for world-leading research. This activity is coordinated by the UKRN Steering Group. 
We consider this structure as valuable, bringing together a range of voices at a range of levels to 
support the combined efforts required to enact change. 1
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A Reproducibility Study on User-centric MIR Research and 
Why it is Important 2022 https://humrec.github.io/publication/knees-ismir-2022-b/knees-ismir-2022-b.pdf

Reproducibility of results is a central pillar of scientific work. In music information retrieval 
research, this is widely acknowledged and practiced by the community by re-implementing 
algorithms and re-validating machine learning experiments. In this paper, we argue for an 
increased need to also reproduce the results and findings of user studies, including qualitative 
work, especially since these often lay the foundations and serve as justification for choices taken 
in algorithmic design and optimization criteria. As an example, we attempt to reproduce the 
study by Kim et al. [1] presented in the RecSys (2020) paper "Do Channels Matter? Illuminating 
Interpersonal Influence on Music Recommendations". By repeating this study on how 
interpersonal relationships can affect a user’s assessment of music recommendations on a new 
sample of n = 142 participants, we can largely confirm and support the validity of the original 
results. At the same time, we extend the analysis and also observe differences with regards to 
adoption rates between different channels as well as different factors that influences the 
adoption rate. From this specific reproducibility study, we conclude that potential cultural 
differences should be accounted for more explicitly in future studies and that systems 
development should be more explicitly connected to its intended target audience. 1
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Improving reproducibility of data science pipelines through 
transparent provenance capture 2020 https://doi.org/10.14778/3415478.3415556

Data science has become prevalent in a large variety of domains. Inherent in its practice is an 
exploratory, probing, and fact finding journey, which consists of the assembly, adaptation, and 
execution of complex data science pipelines. The trustworthiness of the results of such pipelines rests 
entirely on their ability to be reproduced with fidelity, which is difficult if pipelines are not documented or 
recorded minutely and consistently. This difficulty has led to a reproducibility crisis and presents a major 
obstacle to the safe adoption of the pipeline results in production environments. The crisis can be 
resolved if the provenance for each data science pipeline is captured transparently as pipelines are 
executed. However, due to the complexity of modern data science pipelines, transparently capturing 
sufficient provenance to allow for reproducibility is challenging. As a result, most existing systems 
require users to augment their code or use specific tools to capture provenance, which hinders 
productivity and results in a lack of adoption.
In this paper, we present Ursprung,1 a transparent provenance collection system designed for data 
science environments.2 The Ursprung philosophy is to capture provenance and build lineage by 
integrating with the execution environment to automatically track static and runtime configuration 
parameters of data science pipelines. Rather than requiring data scientists to make changes to their 
code, Ursprung records basic provenance information from system-level sources and combines it with 
provenance from application-level sources (e.g., log files, stdout), which can be accessed and 
recorded through a domain-specific language. In our evaluation, we show that Ursprung is able to 
capture sufficient provenance for a variety of use cases and only adds an overhead of up to 4%.
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An experience report on defect modelling in practice: pitfalls 
and challenges 2018 https://doi.org/10.1145/3183519.3183547

Over the past decade with the rise of the Mining Software Repositories (MSR)field, the modelling of 
defects for large and long-lived systems has become one of the most common applications of MSR. 
The findings and approaches of such studies have attracted the attention of many of our industrial 
collaborators (and other practitioners worldwide). At the core of many of these studies is the 
development and use of analytical models for defects. In this paper, we discuss common pitfalls and 
challenges that we observed as practitioners attempt to develop such models or reason about the 
findings of such studies. The key goal of this paper is to document such pitfalls and challenges so 
practitioners can avoid them in future efforts. We also hope that other academics will be mindful of 
such pitfalls and challenges in their own work and industrial engagements.
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The replication crisis has prompted many to call for statistical reform within the psychological sciences. 
Here we examine issues within Frequentist statistics that may have led to the replication crisis, and we 
examine the alternative—Bayesian statistics—that many have suggested as a replacement. The 
Frequentist approach and the Bayesian approach offer radically different perspectives on evidence 
and inference with the Frequentist approach prioritising error control and the Bayesian approach 
offering a formal method for quantifying the relative strength of evidence for hypotheses. We suggest 
that rather than mere statistical reform, what is needed is a better understanding of the different 
modes of statistical inference and a better understanding of how statistical inference relates to 
scientific inference.
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Computational reproducibility of Jupyter notebooks from 
biomedical publications 2022 https://arxiv.org/abs/2209.04308

Jupyter notebooks allow to bundle executable code with its documentation and output in one 
interactive environment, and they represent a popular mechanism to document and share 
computational workflows, including for research publications. Here, we analyze the 
computational reproducibility of 9625 Jupyter notebooks from 1117 GitHub repositories 
associated with 1419 publications indexed in the biomedical literature repository PubMed 
Central. 8160 of these were written in Python, including 4169 that had their dependencies 
declared in standard requirement files and that we attempted to re-run automatically. For 2684 
of these, all declared dependencies could be installed successfully, and we re-ran them to assess 
reproducibility. Of these, 396 notebooks ran through without any errors, including 245 that 
produced results identical to those reported in the original. Running the other notebooks resulted 
in exceptions. We zoom in on common problems and practices, highlight trends and discuss 
potential improvements to Jupyter-related workflows associated with biomedical publications. 1 1 1 1 1 1 1 1
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Critical analysis on the reproducibility of visual quality 
assessment using deep features 2022 https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0269715

Data used to train supervised machine learning models are commonly split into independent 
training, validation, and test sets. This paper illustrates that complex data leakage cases have 
occurred in the no-reference image and video quality assessment literature. Recently, papers in 
several journals reported performance results well above the best in the field. However, our 
analysis shows that information from the test set was inappropriately used in the training 
process in different ways and that the claimed performance results cannot be achieved. When 
correcting for the data leakage, the performances of the approaches drop even below the state-
of-the-art by a large margin. Additionally, we investigate end-to-end variations to the discussed 
approaches, which do not improve upon the original. 1 1
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This forum provides a space to engage with the challenges of designing for intelligent 
algorithmic experiences. We invite articles that tackle the tensions between research and 
practice when integrating AI and UX design. We welcome interdisciplinary debate, artful 
critique, forward-looking research, case studies of AI in practice, and speculative design 
explorations. --- Juho Kim and Henriette Cramer, Editors 1
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Do Machine Learning Platforms Provide Out-of-the-Box 
Reproducibility? 2022 10.1016/j.future.2021.06.014

Science is experiencing an ongoing reproducibility crisis. In light of this crisis, our objective is to 
investigate whether machine learning platforms provide out-of-the-box reproducibility. Our 
method is twofold: First, we survey machine learning platforms for whether they provide 
features that simplify making experiments reproducible out-of-the-box. Second, we conduct the 
exact same experiment on four different machine learning platforms, and by this varying the 
processing unit and ancillary software only. The survey shows that no machine learning platform 
supports the feature set described by the proposed framework while the experiment reveals 
statstically significant difference in results when the exact same experiment is conducted on 
different machine learning platforms. The surveyed machine learning platforms do not on their 
own enable users to achieve the full reproducibility potential of their research. Also, the machine 
learning platforms with most users provide less functionality for achieving it. Furthermore, 
results differ when executing the same experiment on the different platforms. Wrong 
conclusions can be inferred at the at 95% confidence level. Hence, we conclude that machine 
learning platforms do not provide reproducibility out-of-the-box and that results generated from 
one machine learning platform alone cannot be fully trusted.
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Examining the Effect of Implementation Factors on Deep 
Learning Reproducibility 2022 https://ieeexplore.ieee.org/abstract/document/9973624/

Reproducing published deep learning papers to validate their conclusions can be difficult due to 
sources of irreproducibility. We investigate the impact that implementation factors have on the 
results and how they affect reproducibility of deep learning studies. Three deep learning 
experiments were ran five times each on 13 different hardware environments and four different 
software environments. The analysis of the 780 combined results showed that there was a 
greater than 6% accuracy range on the same deterministic examples introduced from hardware 
or software environment variations alone. To account for these implementation factors, 
researchers should run their experiments multiple times in different hardware and software 
environments to verify their conclusions are not affected.
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Explainable Artificial Intelligence in Data Science: From 
Foundational Issues Towards Socio-Technical 
Considerations 2022 10.1007/s11023-022-09603-z

A widespread need to explain the behavior and outcomes of AI-based systems has emerged, due 
to their ubiquitous presence. Thus, providing renewed momentum to the relatively new research 
area of eXplainable AI (XAI). Nowadays, the importance of XAI lies in the fact that the increasing 
control transference to this kind of system for decision making -or, at least, its use for assisting 
executive stakeholders- already affects many sensitive realms (as in Politics, Social Sciences, or 
Law). The decision-making power handover to opaque AI systems makes mandatory explaining 
those, primarily in application scenarios where the stakeholders are unaware of both the high 
technology applied and the basic principles governing the technological solutions. The issue 
should not be reduced to a merely technical problem; the explainer would be compelled to 
transmit richer knowledge about the system (including its role within the informational 
ecosystem where he/she works). To achieve such an aim, the explainer could exploit, if 
necessary, practices from other scientific and humanistic areas. The first aim of the paper is to 
emphasize and justify the need for a multidisciplinary approach that is beneficiated from part of 
the scientific and philosophical corpus on Explaining, underscoring the particular nuances of the 
issue within the field of Data Science. The second objective is to develop some arguments 
justifying the authors’ bet by a more relevant role of ideas inspired by, on the one hand, formal 
techniques from Knowledge Representation and Reasoning, and on the other hand, the modeling 
of human reasoning when facing the explanation. This way, explaining modeling practices would 
seek a sound balance between the pure technical justification and the explainer-explainee 
agreement.
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Including data management in research culture increases 
the reproducibility of scientific results 2022 https://dl.gi.de/handle/20.500.12116/39468

Reproducible research results are among the pillars of sustainable science, and considerable 
progress has been achieved in this direction recently. However, there is much room for 
improvement across the research communities. Here we analyze the reproducibility of 108 
publications from an interdisciplinary Collaborative Research Center on applied mathematics in 
various scientific fields. Based on a previous reproducibility study in hydrology, we identify the 
rate of reproducible scientific results and why reproducibility fails. We identify the main 
problems that hinder reproducible results and relate them to previous interventions targeting 
the research culture of reproducible scientific findings. Thus, the success of our measures can be 
estimated, and specific recommendations for future work can be derived. In our study, the 
number of publications that allow for at least partly reproducible research results increased over 
time. However, we see an ongoing need for directives and support in research data 
management among research communities since issues concerning data accessibility and 
quality limit the reproducibility of scientific results. We argue that our results are representative 
of other interdisciplinary research areas.
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Interdisciplinary Approaches and Strategies from Research 
Reproducibility 2020: Educating for Reproducibility 2022 10.1080/26939169.2022.2104767

Research Reproducibility: Educating for Reproducibility, Pathways to Research Integrity was an 
interdisciplinary, conference hosted virtually by the University of Florida in December 2020. This 
event brought together educators, researchers, students, policy makers, and industry 
representatives from across the globe to explore best practices, innovations, and new ideas for 
education around reproducibility and replicability. Emphasizing a broad view of rigor and 
reproducibility, the conference touched on many aspects of introducing learners to transparency, 
rigorous study design, data science, data management, replications, and more. Transdisciplinary 
themes emerged from the panels, keynote, and submitted papers and poster presentations. The 
identified themes included lifelong learning, cultivating bottom-up change, “sneaking in” 
learning, just-in-time learning, targeting learners by career stage, learning by doing, learning 
how to learn, establishing communities of practice, librarians as interdisciplinary leaders, 
teamwork skills, rewards and incentives, and implementing top-down change. For each of these 
themes, we share ideas, practices, and actions as discussed by the conference speakers and 
attendees.
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The use of machine learning (ML) methods for prediction and forecasting has become 
widespread across the quantitative sciences. However, there are many known methodological 
pitfalls, including data leakage, in ML-based science. In this paper, we systematically investigate 
reproducibility issues in ML-based science. We show that data leakage is indeed a widespread 
problem and has led to severe reproducibility failures. Specifically, through a survey of literature 
in research communities that adopted ML methods, we find 17 fields where errors have been 
found, collectively affecting 329 papers and in some cases leading to wildly overoptimistic 
conclusions. Based on our survey, we present a finegrained taxonomy of 8 types of leakage that 
range from textbook errors to open research problems.
We argue for fundamental methodological changes to ML-based science so that cases of 
leakage can be caught before publication. To that end, we propose model info sheets for 
reporting scientific claims based on ML models that would address all types of leakage 
identified in our survey. To investigate the impact of reproducibility errors and the efficacy of 
model info sheets, we undertake a reproducibility study in a field where complex ML models are 
believed to vastly outperform older statistical models such as Logistic Regression (LR): civil war 
prediction. We find that all papers claiming the superior performance of complex ML models 
compared to LR models fail to reproduce due to data leakage, and complex ML models don’t 
perform substantively better than decades-old LR models. While none of these errors could have 
been caught by reading the papers, model info sheets would enable the detection of leakage in 
each case. 1 1 1 1 1
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Data and its (dis)contents: A survey of dataset development 
and use in machine learning research 2020

https://doi.org/10.48550/arXiv.
2012.05345

Datasets have played a foundational role in the advancement of machine learning research. They form 
the basis for the models we design and deploy, as well as our primary medium for benchmarking and 
evaluation. Furthermore, the ways in which we collect, construct and share these datasets inform the 
kinds of problems the field pursues and the methods explored in algorithm development. However, 
recent work from a breadth of perspectives has revealed the limitations of predominant practices in 
dataset collection and use. In this paper, we survey the many concerns raised about the way we 
collect and use data in machine learning and advocate that a more cautious and thorough 
understanding of data is necessary to address several of the practical and ethical issues of the field. 1 1 1
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Data is a crucial component of machine learning. The field is reliant on data to train, validate, and test 
models. With increased technical capabilities, machine learning research has boomed in both 
academic and industry settings, and one major focus has been on computer vision. Computer vision is 
a popular domain of machine learning increasingly pertinent to real-world applications, from facial 
recognition in policing to object detection for autonomous vehicles. Given computer vision's propensity 
to shape machine learning research and impact human life, we seek to understand disciplinary 
practices around dataset documentation - how data is collected, curated, annotated, and packaged 
into datasets for computer vision researchers and practitioners to use for model tuning and 
development. Specifically, we examine what dataset documentation communicates about the 
underlying values of vision data and the larger practices and goals of computer vision as a field. To 
conduct this study, we collected a corpus of about 500 computer vision datasets, from which we 
sampled 114 dataset publications across different vision tasks. Through both a structured and 
thematic content analysis, we document a number of values around accepted data practices, what 
makes desirable data, and the treatment of humans in the dataset construction process. We discuss 
how computer vision datasets authors value efficiency at the expense of care; universality at the 
expense of contextuality; impartiality at the expense of positionality; and model work at the expense of 
data work. Many of the silenced values we identify sit in opposition with social computing practices. We 
conclude with suggestions on how to better incorporate silenced values into the dataset creation and 
curation process. 1 1 1
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MLDev: Data Science Experiment Automation and 
Reproducibility Software 2022 10.1007/978-3-031-12285-9_1

In this paper we explore the challenges of automating experiments in data science. We propose 
an extensible experiment model as a foundation for integration of different open source tools 
for running research experiments. We implement our approach in a prototype open source 
MLDev software package and evaluate it in a series of experiments yielding promising results. 
Comparison with other state-of-the-art tools signifies novelty of our approach.
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Legal literature on machine learning (ML) tends to focus on harms, and thus tends to reason 
about individual model outcomes and summary error rates. This focus has masked important 
aspects of ML that are rooted in its reliance on randomness --- namely, stochasticity and non-
determinism. While some recent work has begun to reason about the relationship between 
stochasticity and arbitrariness in legal contexts, the role of non-determinism more broadly 
remains unexamined. In this paper, we clarify the overlap and differences between these two 
concepts, and show that the effects of non-determinism, and consequently its implications for 
the law, become clearer from the perspective of reasoning about ML outputs as distributions 
over possible outcomes. This distributional viewpoint accounts for randomness by emphasizing 
the possible outcomes of ML. Importantly, this type of reasoning is not exclusive with current 
legal reasoning; it complements (and in fact can strengthen) analyses concerning individual, 
concrete outcomes for specific automated decisions. By illuminating the important role of non-
determinism, we demonstrate that ML code falls outside of the cyberlaw frame of treating 
"code as law,'' as this frame assumes that code is deterministic. We conclude with a brief 
discussion of what work ML can do to constrain the potentially harm-inducing effects of non-
determinism, and we indicate where the law must do work to bridge the gap between its 
current individual-outcome focus and the distributional approach that we recommend.
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Open-Source Code Repository Attributes Predict Impact of 
Computer Science Research 2022 10.1145/3529372.3530927

With an increased importance of transparency and reproducibility in computer science research, 
it has become common to publicly release open-source repositories that contain the code, data, 
and documentation alongside a publication. We study the relationship between transparency of 
a publication (as represented by the attributes of its open-source repository) and its scientific 
impact (as represented by paper citations). Using the Mann-Whitney test and Cliff's delta, we 
observed a statistically significant difference in citations between papers with and without an 
associated open-source repository. We also observed a statistically significant correlation (p < 
0.01) between citations and several repository interaction features: Stars, Forks, Subscribers and 
Issues. Finally, using time-series features of repository growth (Stars), we trained a classifier to 
predict whether a paper would be highly cited (top 10%) with cross-validated AUROC of 0.8 and 
AUPRC of 0.65. Our results provide evidence that those who make sustained efforts in making 
their works transparent also tend to have a higher scientific impact.

reproducibility, academic 
transparency, time-series 
analysis, open-source 
repositories, scientific 
impact, citations 1 1 1 1

PoP-GS
RG Curty, JS Lee, 
W Chang, TH Kao…

Practicing What is Preached: Exploring Reproducibility 
Compliance of Papers on Reproducible Research 2022 10.1007/978-3-030-96957-8_23

Motivated by the growing importance of both scientific transparency and accountability in the 
open science context, this study examines a series of papers on the topic of reproducible 
research and its alignment with open and transparent practices that are critical for research 
reproducibility. We screened an initial pool of 250 documents retrieved from Google Scholar that 
resulted in a final corpus of 19 articles used for further analyses. We adopted a checklist 
developed based on the Transparency and Openness Promotion (TOP) Guidelines and thus 
reported the results following six TOP dimensions: 1) data citation; 2) data, code, and additional 
documentation transparency; 3) design and analysis transparency; 4) pre-registration of studies; 
5) pre-registration of analysis plans, and 6) replication. Preliminary findings have shown that 
most papers have made the underlying data, code, and documentation altogether available for 
reuse, primarily through generalist repositories. Some authors have used disciplinary 
conventions to produce research reports for disclosing key aspects of the research design and 
data analysis. Contrariwise, we observe that there is still room for improvement in current data 
citation practices, given that most papers do not correctly attribute the datasets they reused.
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RepliGES and GEStory: Visual Tools for Systematizing and 
Consolidating Knowledge on User-Defined Gestures 2022 10.1145/3531073.3531112

The body of knowledge accumulated by gesture elicitation studies (GES), although useful, large, 
and extensive, is also heterogeneous, scattered in the scientific literature across different 
venues and fields of research, and difficult to generalize to other contexts of use represented by 
different gesture types, sensing devices, applications, and user categories. To address such 
aspects, we introduce RepliGES, a conceptual space that supports (1) replications of gesture 
elicitation studies to confirm, extend, and complete previous findings, (2) reuse of previously 
elicited gesture sets to enable new discoveries, and (3) extension and generalization of previous 
findings with new methods of analysis and for new user populations towards consolidated 
knowledge of user-defined gestures. Based on RepliGES, we introduce GEStory, an interactive 
design space and visual tool, to structure, visualize and identify user-defined gestures from a 
number of 216 published gesture elicitation studies.
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Reproducibility Crisis in the LOD Cloud? Studying the 
Impact of Ontology Accessibility and Archiving as a 
Counter Measure 2022 10.1007/978-3-031-19433-7_6

The reproducibility crisis is an ongoing problem that affects data-driven science to a big extent. 
The highly connected decentral Web of Ontologies represents the backbone for semantic data 
and the Linked Open Data Cloud and provides terminological context information crucial for the 
usage and interpretation of the data, which in turn is key for the reproducibility of research 
results making use of it.
In this paper, we identify, analyze, and quantify reproducibility issues related to capturing 
terminological context (e.g. caused by unavailable ontologies) and delineate the impact on the 
reproducibility crisis in the Linked Open Data Cloud. Our examinations are backed by a frequent 
and ongoing monitoring of online available vocabularies and ontologies that results in the 
DBpedia Archivo dataset. We also show the extent to which the reproducibility crisis can be 
countered with the aid of ontology archiving in DBpedia Archivo and the Linked Open 
Vocabularies platforms. 1
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Reproducibility in Activity Recognition Based on Wearable 
Devices: a Focus on Used Datasets 2022 https://ieeexplore.ieee.org/abstract/document/9945344/

Reproducibility of proposed approaches is a crucial element in scientific fields, in order to let 
other researchers trust published works. Moreover, in order to let authors compare the 
effectiveness of a novel method to the state of the art, benchmark datasets should be commonly 
used.
Concentrating on the task of activity recognition using data coming from wearable devices with 
inertial sensors, we have analyzed the reproducibility of proposed approaches with a focus on 
used datasets. In this work, with a literature review, we have measured what percentage of 
works in the literature verified their approach using public datasets or sharing the ones created 
on purpose. At the same time, we have also examined the characteristics of considered 
datasets, with attention to the amount of data recorded, involved population, and studied 
activities.
Starting from 1289 works retrieved on Scopus, we analyzed in detail 146 of them and found out 
that approximately one out of three (∼33%) used public datasets and that less than one out of 
three (∼28%) of the specially made datasets were shared with the public. Moreover, considering 
all the examined datasets, 13% of them had restricted access (e.g. requiring requests to authors 
or subscriptions to websites for a fee) or were offline.
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Reproducibility in Brain-Computer Interface Research: A 
Replication-Based Analysis 2022

10.1109/eScience55777.202
2.00083

In this paper, we have discussed the reproducibility workflow of published Brain-Computer 
Interface research articles and remarked on the same by replicating two papers having multiple 
similarities, starting from the same dataset to the classification stages. We followed a step-by-
step approach while replicating the work and documenting the assumptions and interpretations 
made during the process. Finally, we compared the results and discussed how the 
documentation in BCI research has evolved over 20 years. Through trial and error 
implementations and calculated deductions, this paper helps determine the importance and 
relevance of proper documentation, efficient workflows, and the pressing need for direction-
specific information flow in the growing field of Brain Computing Interface applications. 1 1
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Reproducibility in Human-Robot Interaction: Furthering 
the Science of HRI 2022 10.1007/s43154-022-00094-5

Purpose of Review: To discuss the current state of reproducibility of research in human-robot 
interaction (HRI), challenges specific to the field, and recommendations for how the community 
can support reproducibility.
Recent Findings: As in related fields such as artificial intelligence, robotics, and psychology, 
improving research reproducibility is key to the maturation of the body of scientific knowledge in 
the field of HRI. The ACM/IEEE International Conference on Human-Robot Interaction introduced 
a theme on Reproducibility of HRI to their technical program in 2020 to solicit papers presenting 
reproductions of prior research or artifacts supporting research reproducibility.
Summary: This review provides an introduction to the topic of research reproducibility for HRI 
and describes the state of the art in relation to the HRI 2020 Reproducibility theme. As a highly 
interdisciplinary field that involves work with technological artifacts, there are unique challenges 
to reproducibility in HRI. Biases in research evaluation and practice contribute to challenges in 
supporting reproducibility, and the training of researchers could be changed to encourage 
research reproduction. The authors propose a number of solutions for addressing these 
challenges that can serve as guidelines for the HRI community and related fields. 1 1 1 1 1 1 1

PoP-GS

K Ahn, P Jain, Z Ji, 
S Kale, P 
Netrapalli…

Reproducibility in optimization: Theoretical framework 
and Limits 2022 https://arxiv.org/abs/2202.04598

We initiate a formal study of reproducibility in optimization. We define a quantitative measure 
of reproducibility of optimization procedures in the face of noisy or error-prone operations such 
as inexact or stochastic gradient computations or inexact initialization. We then analyze several 
convex optimization settings of interest such as smooth, non-smooth, and strongly-convex 
objective functions and establish tight bounds on the limits of reproducibility in each setting. Our 
analysis reveals a fundamental trade-off between computation and reproducibility: more 
computation is necessary (and sufficient) for better reproducibility.

PoP-GS
Y Chen, J 
Belouadi, S Eger Reproducibility issues for bert-based evaluation metrics 2022 https://arxiv.org/abs/2204.00004

Reproducibility is of utmost concern in machine learning and natural language processing (NLP). 
In the field of natural language generation (especially machine translation), the seminal paper 
of Post (2018) has pointed out problems of reproducibility of the dominant metric, BLEU, at the 
time of publication. Nowadays, BERT-based evaluation metrics considerably outperform BLEU. 
In this paper, we ask whether results and claims from four recent BERT-based metrics can be 
reproduced. We find that reproduction of claims and results often fails because of (i) heavy 
undocumented preprocessing involved in the metrics, (ii) missing code and (iii) reporting weaker 
results for the baseline metrics. (iv) In one case, the problem stems from correlating not to 
human scores but to a wrong column in the csv file, inflating scores by 5 points. Motivated by 
the impact of preprocessing, we then conduct a second study where we examine its effects 
more closely (for one of the metrics). We find that preprocessing can have large effects, 
especially for highly inflectional languages. In this case, the effect of preprocessing may be 
larger than the effect of the aggregation mechanism (e.g., greedy alignment vs. Word Mover 
Distance). 1
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Woźniak Reproducibility: A Researcher-Centered Definition 2022 https://www.mdpi.com/1508142

Recent years have introduced major shifts in scientific reporting and publishing. The scientific 
community, publishers, funding agencies, and the public expect research to adhere to principles 
of openness, reproducibility, replicability, and repeatability. However, studies have shown that 
scientists often have neither the right tools nor suitable support at their disposal to meet these 
modern science challenges. In fact, even the concrete expectations connected to these terms 
may be unclear and subject to field-specific, organizational, and personal interpretations. Based 
on a narrative literature review of work that defines characteristics of open science, 
reproducibility, replicability, and repeatability, as well as a review of recent work on researcher-
centered requirements, we find that the bottom-up practices and needs of researchers contrast 
top-down expectations encoded in terms related to reproducibility and open science. We identify 
and define reproducibility as a central term that concerns the ease of access to scientific 
resources, as well as their completeness, to the degree required for efficiently and effectively 
interacting with scientific work. We hope that this characterization helps to create a mutual 
understanding across science stakeholders, in turn paving the way for suitable and stimulating 
environments, fit to address the challenges of modern science reporting and publishing.
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Gamification in Science: A Study of Requirements in the 
Context of Reproducible Research 2019 https://doi.org/10.1145/3290605.3300690

The need for data preservation and reproducible research is widely recognized in the scientific 
community. Yet, researchers often struggle to find the motivation to contribute to data repositories and 
to use tools that foster reproducibility. In this paper, we explore possible uses of gamification to 
support reproducible practices in High Energy Physics. To understand how gamification can be 
effective in research tools, we participated in a workshop and performed interviews with data analysts. 
We then designed two interactive prototypes of a research preservation service that use contrasting 
gamification strategies. The evaluation of the prototypes showed that gamification needs to address 
core scientific challenges, in particular the fair reflection of quality and individual contribution. Through 
thematic analysis, we identified four themes which describe perceptions and requirements of 
gamification in research: Contribution, Metrics, Applications and Scientific practice. Based on these, we 
discuss design implications for gamification in science. 1

ACM

SEENG '22: Proceedings of the 4th International Workshop 
on Software Engineering Education for the Next 
Generation 2022

This workshop, the fourth in the series since ICSE 2017, brings together scholars, educators, and 
other stakeholders to discuss the unique needs and challenges of software engineering 
education for the next generation. Building on its predecessors, the workshop employs a highly 
interactive format, structured around short presentations to generate discussion topics, an 
activity to select the most interesting topics, and structured breakout sessions to allow 
participants to address those topics.
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Semantics-Aware Content Representations for 
Reproducible Recommender Systems (SCoRe) 2022 10.1145/3503252.3533723

In the traditional categorization of recommendation techniques, content-based methods are 
often considered as an alternative to the most widely adopted collaborative filtering approaches. 
Content-based recommender systems suggest items similar to a user profile by matching 
attributes obtained by processing textual content. In order to deal with natural language 
ambiguity, semantics-aware representations can help to build more precise representations of 
users and items, and, in turn, to generate better recommendations. This tutorial (i) presents the 
most recent trends in the area of semantics-aware content-based recommender systems, 
including novel representation methods based on knowledge graphs and embedding techniques, 
(ii) discusses how to implement reproducible pipelines for semantics-aware recommender 
systems, and (iii) presents a new and comprehensive Python framework called ClayRS to deal 
with semantics-aware recommender systems.
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Towards Explainable Evaluation Metrics for Natural Language 
Generation 2022

https://doi.org/10.48550/arXiv.
2203.11131

Unlike classical lexical overlap metrics such as BLEU, most current evaluation metrics (such as 
BERTScore or MoverScore) are based on black-box language models such as BERT or XLM-R. They 
often achieve strong correlations with human judgments, but recent research indicates that the lower-
quality classical metrics remain dominant, one of the potential reasons being that their decision 
processes are transparent. To foster more widespread acceptance of the novel high-quality metrics, 
explainability thus becomes crucial. In this concept paper, we identify key properties and propose key 
goals of explainable machine translation evaluation metrics. We also provide a synthesizing overview 
over recent approaches for explainable machine translation metrics and discuss how they relate to 
those goals and properties. Further, we conduct own novel experiments, which (among others) find 
that current adversarial NLP techniques are unsuitable for automatically identifying limitations of high-
quality black-box evaluation metrics, as they are not meaning-preserving. Finally, we provide a vision of 
future approaches to explainable evaluation metrics and their evaluation. We hope that our work can 
help catalyze and guide future research on explainable evaluation metrics and, mediately, also 
contribute to better and more transparent text generation systems. 1
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Repairing the Cracked Foundation: A Survey of Obstacles in 
Evaluation Practices for Generated Text 2022

https://doi.org/10.48550/arXiv.
2202.06935

Evaluation practices in natural language generation (NLG) have many known flaws, but improved 
evaluation approaches are rarely widely adopted. This issue has become more urgent, since neural 
NLG models have improved to the point where they can often no longer be distinguished based on 
the surface-level features that older metrics rely on. This paper surveys the issues with human and 
automatic model evaluations and with commonly used datasets in NLG that have been pointed out 
over the past 20 years. We summarize, categorize, and discuss how researchers have been 
addressing these issues and what their findings mean for the current state of model evaluations. 
Building on those insights, we lay out a long-term vision for NLG evaluation and propose concrete 
steps for researchers to improve their evaluation processes. Finally, we analyze 66 NLG papers from 
recent NLP conferences in how well they already follow these suggestions and identify which areas 
require more drastic changes to the status quo. 1 1
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Towards Accountability for Machine Learning Datasets: 
Practices from Software Engineering and Infrastructure 2021

https://doi.org/10.1145/344
2188.3445918

Datasets that power machine learning are often used, shared, and reused with little visibility into the 
processes of deliberation that led to their creation. As artificial intelligence systems are increasingly 
used in high-stakes tasks, system development and deployment practices must be adapted to address 
the very real consequences of how model development data is constructed and used in practice. This 
includes greater transparency about data, and accountability for decisions made when developing it. 
In this paper, we introduce a rigorous framework for dataset development transparency that supports 
decision-making and accountability. The framework uses the cyclical, infrastructural and engineering 
nature of dataset development to draw on best practices from the software development lifecycle. 
Each stage of the data development lifecycle yields documents that facilitate improved communication 
and decision-making, as well as drawing attention to the value and necessity of careful data work. The 
proposed framework makes visible the often overlooked work and decisions that go into dataset 
creation, a critical step in closing the accountability gap in artificial intelligence and a critical/necessary 
resource aligned with recent work on auditing processes. 1 1
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“Everyone wants to do the model work, not the data work”: 
Data Cascades in High-Stakes AI 2021

https://doi.org/10.1145/341
1764.3445518

AI models are increasingly applied in high-stakes domains like health and conservation. Data quality 
carries an elevated significance in high-stakes AI due to its heightened downstream impact, impacting 
predictions like cancer detection, wildlife poaching, and loan allocations. Paradoxically, data is the 
most under-valued and de-glamorised aspect of AI. In this paper, we report on data practices in high-
stakes AI, from interviews with 53 AI practitioners in India, East and West African countries, and USA. 
We define, identify, and present empirical evidence on Data Cascades—compounding events causing 
negative, downstream effects from data issues—triggered by conventional AI/ML practices that 
undervalue data quality. Data cascades are pervasive (92% prevalence), invisible, delayed, but often 
avoidable. We discuss HCI opportunities in designing and incentivizing data excellence as a first-class 
citizen of AI, resulting in safer and more robust systems for all. 1 1 1 1 1 1

CIT Anna Rogers Changing the World by Changing the Data 2021
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NLP community is currently investing a lot more research and resources into development of deep 
learning models than training data. While we have made a lot of progress, it is now clear that our 
models learn all kinds of spurious patterns, social biases, and annotation artifacts. Algorithmic solutions 
have so far had limited success. An alternative that is being actively discussed is more careful design 
of datasets so as to deliver specific signals. This position paper maps out the arguments for and 
against data curation, and argues that fundamentally the point is moot: curation already is and will be 
happening, and it is changing the world. The question is only how much thought we want to invest into 
that process. 1 1 1 1
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‘Just What do You Think You’re Doing, Dave?’ A Checklist for 
Responsible Data Use in NLP 2021

10.18653/v1/2021.findings-
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A key part of the NLP ethics movement is responsible use of data, but exactly what that means or how 
it can be best achieved remain unclear. This position paper discusses the core legal and ethical 
principles for collection and sharing of textual data, and the tensions between them. We propose a 
potential checklist for responsible data (re-)use that could both standardise the peer review of 
conference submissions, as well as enable a more in-depth view of published research across the 
community. Our proposal aims to contribute to the development of a consistent standard for data (re-
)use, embraced across NLP conferences. 1 1 1
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Research in natural language processing proceeds, in part, by demonstrating that new models achieve 
superior performance (e.g., accuracy) on held-out test data, compared to previous results. In this 
paper, we demonstrate that test-set performance scores alone are insufficient for drawing accurate 
conclusions about which model performs best. We argue for reporting additional details, especially 
performance on validation data obtained during model development. We present a novel technique for 
doing so: expected validation performance of the best-found model as a function of computation 
budget (i.e., the number of hyperparameter search trials or the overall training time). Using our 
approach, we find multiple recent model comparisons where authors would have reached a different 
conclusion if they had used more (or less) computation. Our approach also allows us to estimate the 
amount of computation required to obtain a given accuracy; applying it to several recently published 
results yields massive variation across papers, from hours to weeks. We conclude with a set of best 
practices for reporting experimental results which allow for robust future comparisons, and provide code 
to allow researchers to use our technique. 1
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We describe a unique environment in which undergraduate students from various STEM and 
social science disciplines are trained in data provenance and reproducible methods, and then 
apply that knowledge to real, conditionally accepted manuscripts and associated replication 
packages. We describe in detail the recruitment, training, and regular activities. While the 
activity is not part of a regular curriculum, the skills and knowledge taught through explicit 
training of reproducible methods and principles, and reinforced through repeated application in a 
real-life workflow, contribute to the education of these undergraduate students, and prepare 
them for post-graduation jobs and further studies. Supplementary materials for this article are 
available online.
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The state of play of reproducibility in Statistics: an 
empirical analysis 2022 10.1080/00031305.2022.2131625

Reproducibility, the ability to reproduce the results of published papers or studies using their 
computer code and data, is a cornerstone of reliable scientific methodology. Studies where 
results cannot be reproduced by the scientific community should be treated with caution. Over 
the past decade, the importance of reproducible research has been frequently stressed in a wide 
range of scientific journals such as Nature and Science and international magazines such as The 
Economist. However, multiple studies have demonstrated that scientific results are often not 
reproducible across research areas such as psychology and medicine. Statistics, the science 
concerned with developing and studying methods for collecting, analyzing, interpreting and 
presenting empirical data, prides itself on its openness when it comes to sharing both computer 
code and data. In this paper, we examine reproducibility in the field of statistics by attempting 
to reproduce the results in 93 published papers in prominent journals utilizing functional 
magnetic resonance imaging (fMRI) data during the 2010-2021 period. Overall, from both the 
computer code and the data perspective, among all the 93 examined papers, we could only 
reproduce the results in 14 (15.1%) papers, that is, the papers provide both executable computer 
code (or software) with the real fMRI data, and our results matched the results in the paper. 
Finally, we conclude with some author-specific and journal-specific recommendations to 
improve the research reproducibility in statistics. 1 1 1 1 1 1
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TIER2: enhancing Trust, Integrity and Efficiency in 
Research through next-level Reproducibility 2022 https://riojournal.com/article/98457/download/pdf/

Lack of reproducibility of research results has become a major theme in recent years. As we 
emerge from the COVID-19 pandemic, economic pressures and exposed consequences of lack of 
societal trust in science make addressing reproducibility of urgent importance. TIER2 is a new 
international project funded by the European Commission under their Horizon Europe 
programme. Covering three broad research areas (social, life and computer sciences) and two 
cross-disciplinary stakeholder groups (research publishers and funders) to systematically 
investigate reproducibility across contexts, TIER2 will significantly boost knowledge on 
reproducibility, create tools, engage communities, implement interventions and policy across 
different contexts to increase re-use and overall quality of research results in the European 
Research Area and global R&I, and consequently increase trust, integrity and efficiency in 
research.
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Towards Reproducible Machine Learning Research in 
Information Retrieval 2022 10.1145/3477495.3532686

While recent progress in the field of machine learning (ML) and information retrieval (IR) has 
been significant, the reproducibility of these cutting-edge results is often lacking, with many 
submissions failing to provide the necessary information in order to ensure subsequent 
reproducibility. Despite the introduction of self-check mechanisms before submission (such as 
the Reproducibility Checklist, criteria for evaluating reproducibility during reviewing at several 
major conferences, artifact review and badging framework, and dedicated reproducibility tracks 
and challenges at major IR conferences, the motivation for executing reproducible research is 
lacking in the broader information community. We propose this tutorial as a gentle introduction 
to help ensure reproducible research in IR, with a specific emphasis on ML aspects of IR research.
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Using P-Values for the Comparison of Classifiers: Pitfalls 
and Alternatives 2022 10.1007/s10618-022-00828-1

The statistical comparison of machine learning classifiers is frequently underpinned by null 
hypothesis significance testing. Here, we provide a survey and analysis of underrated problems 
that significance testing entails for classification benchmark studies. The p-value has become 
deeply entrenched in machine learning, but it is substantially less objective and less informative 
than commonly assumed. Even very small p-values can drastically overstate the evidence against 
the null hypothesis. Moreover, the p-value depends on the experimenter’s intentions, 
irrespective of whether these were actually realized or not. We show how such intentions can 
lead to experimental designs with more than one stage, and how to calculate a valid p-value for 
such designs. We discuss two widely used statistical tests for the comparison of classifiers, the 
Friedman test and the Wilcoxon signed rank test. Some improvements to the use of p-values, 
such as the calibration with the Bayes factor bound, and alternative methods for the evaluation 
of benchmark studies are discussed as well.
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CIT Nuzzo, Regina Scientific method: Statistical errors 2014 10.1038/506150a P values, the 'gold standard' of statistical validity, are not as reliable as many scientists assume. 1 1
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A guide to computational reproducibility in signal 
processing and machine learning 2021 https://arxiv.org/abs/2108.12383

Computational reproducibility is a growing problem that has been extensively studied among 
computational researchers and within the signal processing and machine learning research 
community. However, with the changing landscape of signal processing and machine learning 
research come new obstacles and unseen challenges in creating reproducible experiments. Due 
to these new challenges most computational experiments have become difficult, if not 
impossible, to be reproduced by an independent researcher. In 2016 a survey conducted by the 
journal Nature found that 50% of researchers were unable to reproduce their own experiments. 
While the issue of computational reproducibility has been discussed in the literature and 
specifically within the signal processing community, it is still unclear to most researchers what 
are the best practices to ensure reproducibility without impinging on their primary responsibility 
of conducting research. We feel that although researchers understand the importance of making 
experiments reproducible, the lack of a clear set of standards and tools makes it difficult to 
incorporate good reproducibility practices in most labs. It is in this regard that we aim to present 
signal processing researchers with a set of practical tools and strategies that can help mitigate 
many of the obstacles to producing reproducible computational experiments. 1

CIT Florian Markowetz Five selfish reasons to work reproducibly 2015 https://doi.org/10.1186/s13059-015-0850-7

And so, my fellow scientists: ask not what you can do for reproducibility; ask what reproducibility can do 
for you! Here, I present five reasons why working reproducibly pays off in the long run and is in the self-
interest of every ambitious, career-oriented scientist. 1

CIT

Adam Brinckman, 
Kyle Chard, Niall 
Gaffney, Mihael 
Hategan, Matthew 
B. Jones, Kacper 
Kowalik, Sivakumar 
Kulasekaran, 
Bertram 
Ludäscher, Bryce 
D. Mecum, Jarek 
Nabrzyski, Victoria 
Stodden, Ian J. 
Taylor, Matthew J. 
Turk, Kandace 
Turner

Computing Environments for Reproducibility: Capturing the 
"Whole Tale" 2018

https://doi.org/10.48550/arXiv.
1805.00400

The act of sharing scientific knowledge is rapidly evolving away from traditional articles and 
presentations to the delivery of executable objects that integrate the data and computational details 
(e.g., scripts and workflows) upon which the findings rely. This envisioned coupling of data and process 
is essential to advancing science but faces technical and institutional barriers. The Whole Tale project 
aims to address these barriers by connecting computational, data-intensive research efforts with the 
larger research process--transforming the knowledge discovery and dissemination process into one 
where data products are united with research articles to create "living publications" or "tales". The 
Whole Tale focuses on the full spectrum of science, empowering users in the long tail of science, and 
power users with demands for access to big data and compute resources. We report here on the 
design, architecture, and implementation of the Whole Tale environment. 1 1 1
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Reproducibility of Data-Oriented Experiments in e-Science 
(Dagstuhl Seminar 16041) 2016 10.4230/DagRep.6.1.108

This report documents the program and the outcomes of Dagstuhl Seminar 16041 "Reproducibility of 
Data-Oriented Experiments in e-Science". In many subfields of computer science, experiments play an 
important role. Besides theoretic properties of algorithms or methods, their effectiveness and 
performance often can only be validated via experimentation. In most of these cases, the experimental 
results depend on the input data, settings for input parameters, and potentially on characteristics of 
the computational environment where the experiments were designed and run. Unfortunately, most 
computational experiments are specified only informally in papers, where experimental results are 
briefly described in figure captions; the code that produced the results is seldom available.

This has serious implications. Scientific discoveries do not happen in isolation. Important advances are 
often the result of sequences of smaller, less significant steps. In the absence of results that are fully 
documented, reproducible, and generalizable, it becomes hard to re-use and extend these results. 
Besides hindering the ability of others to leverage our work, and consequently limiting the impact of our 
field, the absence of reproducibility experiments also puts our reputation at stake, since reliability and 
validity of empiric results are basic scientific principles.

This seminar brought together experts from various sub-fields of computer science to create a joint 
understanding of the problems of reproducibility of experiments, discussing existing solutions and 
impediments, and proposing ways to overcome current limitations.
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A Review of Author Name Disambiguation Techniques for 
the PubMed Bibliographic Database 2021 10.1177/0165551519888605

Author names in bibliographic databases often suffer from ambiguity owing to the same author 
appearing under different names and multiple authors possessing similar names. It creates 
difficulty in associating a scholarly work with the person who wrote it, thereby introducing 
inaccuracy in credit attribution, bibliometric analysis, search-by-author in a digital library and 
expert discovery. A plethora of techniques for disambiguation of author names has been 
proposed in the literature. In this article, we focus on the research efforts targeted to 
disambiguate author names specifically in the PubMed bibliographic database. We believe this 
concentrated review will be useful to the research community because it discusses techniques 
applied to a very large real database that is actively used worldwide. We make a comprehensive 
survey of the existing author name disambiguation (AND) approaches that have been applied to 
the PubMed database: we organise the approaches into a taxonomy; describe the major 
characteristics of each approach including its performance, strengths, and limitations; and 
perform a comparative analysis of them. We also identify the datasets from PubMed that are 
publicly available for researchers to evaluate AND algorithms. Finally, we outline a few 
directions for future work.
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PoP-GS A Belz, S Agarwal, A Shimorina, E Reiter
A systematic review of reproducibility research in natural 
language processing 2021 https://arxiv.org/abs/2103.07929

Against the background of what has been termed a reproducibility crisis in science, the NLP field 
is becoming increasingly interested in, and conscientious about, the reproducibility of its results. 
The past few years have seen an impressive range of new initiatives, events and active research 
in the area. However, the field is far from reaching a consensus about how re- producibility 
should be defined, measured and addressed, with diversity of views currently increasing rather 
than converging. With this focused contribution, we aim to provide a wide-angle, and as near as 
possible complete, snap-shot of current work on reproducibility in NLP, delineating differences 
and similarities, and providing pointers to common denominators. 1 1
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A UCSD View on Replication and Reproducibility for CPS & 
IoT 2021 10.1145/3458473.3458821

Reproducibility and replicability (R&R) are important for research. Many communities are 
beginning efforts to reward, incentivize, and highlight projects as a motive to adopt R&R 
practices. This is clearly a good direction - we should all aim to make our research sound, 
replicable, and reproducible. Yet, this involves a lot of effort to document, debug, and generally 
make the systems that we build more usable. Interfacing with the Physical world and building 
custom Things exacerbates these challenges. Therein lies the dilemma: how does the CPS/IoT 
community reward and incentivize R&R efforts? This paper looks into the question of R&R in 
CPS/IoT. We survey efforts in other fields spanning computing to healthcare and highlight 
similarities and differences to CPS/IoT. We then discuss several exemplar CPS/IoT projects 
related to UCSD's research and highlight the R&R efforts in these projects, the potential ways 
that they could be improved, and best practices. We finish with recommendations and insights 
for R&R tailored to the CPS/IoT community.

open science, 
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Ensuring scientific reproducibility in bio-macromolecular 
modeling via extensive, automated benchmarks 2021

https://www.nature.com/ar
ticles/s41467-021-27222-7

Each year vast international resources are wasted on irreproducible research. The scientific 
community has been slow to adopt standard software engineering practices, despite the 
increases in high-dimensional data, complexities of workflows, and computational 
environments. Here we show how scientific software applications can be created in a 
reproducible manner when simple design goals for reproducibility are met. We describe the 
implementation of a test server framework and 40 scientific benchmarks, covering numerous 
applications in Rosetta bio-macromolecular modeling. High performance computing cluster 
integration allows these benchmarks to run continuously and automatically. Detailed protocol 
captures are useful for developers and users of Rosetta and other macromolecular modeling 
tools. The framework and design concepts presented here are valuable for developers and users 
of any type of scientific software and for the scientific community to create reproducible 
methods. Specific examples highlight the utility of this framework, and the comprehensive 
documentation illustrates the ease of adding new tests in a matter of hours. 1 1 1
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Epistemic issues in computational reproducibility: 
software as the elephant in the room 2021 10.1007/s13194-021-00362-9

Computational reproducibility (i.e. issues of reproducibility stemming from the computer as a 
scientific tool) possesses its own dynamics and narratives of crisis. Alongside the difficulties of 
computing as an ubiquitous yet complex scientific activity, computational reproducibility suffers 
from a naive expectancy of total reproducibility and a moral imperative to embrace the 
principles of free software as a non-negotiable epistemic virtue. We argue that the epistemic 
issues at stake in actual practices of computational reproducibility are best unveiled by focusing 
on software as a pivotal concept, one that is surprisingly often overlooked in accounts of 
reproducibility issues. Software is not only about designing and coding but also about 
maintaining, supporting, distributing, licensing, and governance; it is not only about developers 
but also about users. We focus on openness debates among computational chemists involved in 
molecular modeling software packages as empirical grounding for our argument. We then 
identify and analyse four epistemic characteristics (transparency, consistency, sustainability and 
inclusivity) as key to the role of software in computational reproducibility. 1

ACM Schmid K

If You Want Better Empirical Research, Value Your Theory: 
On the Importance of Strong Theories for Progress in 
Empirical Software Engineering Research 2021 10.1145/3463274.3463360

Scientific progress comes from creating sound theories. However, current software engineering 
still mostly falls short of this goal, although its importance is widely accepted. Thus, in this 
paper, we discuss the importance of a successful interaction of empirical research with a strong 
theoretical basis and the ramifications this has. In particular, we will extensively discuss the 
implications on theory building and the empirical vs. theory interaction, etc. While not everything 
we will discuss is novel, we present a number of insights, which we at least did not see in 
software engineering literature. We strongly believe that a careful consideration of the insights 
discussed in this paper has the potential to lead to a significant improvement in software 
engineering research.
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Immediate Feedback for Students to Solve Notebook 
Reproducibility Problems in the Classroom 2021 https://ieeexplore.ieee.org/abstract/document/9576363/

Jupyter notebooks have gained popularity in educational settings. In France, it is one of the tools 
used by teachers in post-secondary classes to teach programming.
When students complete their assignments, they send their notebooks to the teacher for 
feedback or grading. However, the teacher may not be able to reproduce the results contained in 
the notebooks. Indeed, students rely on the non-linearity of notebooks to write and execute code 
cells in an arbitrary order. Conversely, teachers are not aware of this implicit execution order and 
expect to reproduce the results by running the cells linearly from top to bottom. These two 
modes of usage conflict, making it difficult for teachers to evaluate their students’ work.
This article investigates the use of immediate visual feedback to alleviate the issue of non-
reproducibility of students’ notebooks. We implemented a Jupyter plug-in called Notebook 
Reproducibility Monitor (NoRM) that pinpoints the non-reproducible cells of a notebook under 
modifications. To evaluate the benefits of this approach, we perform a controlled study with 37 
students on a programming assignment, followed by a focus group. Our results show that the 
plug-in significantly improves the reproducibility of notebooks without sacrificing the productivity 
of students.
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Increasing Reproducibility Through Provenance, 
Transparency and Reusability in a Cloud-Native 
Application for Collaborative Machine Learning 2021

The purpose o fthis thesis paper was to develop new features in the cloud-native and open-
source machine learning platform STACK, aiming to strengthen the platform's support for 
conducting reproducible machine learning experiments through provenance, transparency and 
reusability. Adhering to the definition of reproducibility as the ability of independent researchers 
to exactly duplicate scientific results with the same material as in the original experiment, two 
concepts were explored as alternatives for this specific goal: 
1) Increased support for standardized textual documentation of machine learning models and 
their corresponding datasets; and 
2) Increased support for provenance to track the lineage of machine learning models by making 
code, data and metadata readily available and stored for future reference.
We set out to investigate to what degree these features could increase reproducibility in STACK, 
both when used in isolation and when combined. When these features had been implemented 
through an exhaustive software engineering process, an evaluation of the implemented features 
was conducted to quantify the degree of reproducibility that STACK supports. The evaluation 
showed that the implemented features, especially provenance features, substantially increase 
the possibilities to conduct reproducible experiments in STACK, as opposed to when none of the 
developed features are used. While the employed evaluation method was not entirely objective, 
these features are clearly a good first initiative in meeting current recommendations and 
guidelines on how computational science can be made reproducible. 1 1
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Knowledge and attitudes among life scientists toward 
reproducibility within journal articles: a research survey 2021 10.3389/frma.2021.678554

We constructed a survey to understand how authors and scientists view the issues around 
reproducibility, focusing on interactive elements such as interactive figures embedded within 
online publications, as a solution for enabling the reproducibility of experiments. We report the 
views of 251 researchers, comprising authors who have published in eLIFE Sciences, and those 
who work at the Norwich Biosciences Institutes (NBI). The survey also outlines to what extent 
researchers are occupied with reproducing experiments themselves. Currently, there is an 
increasing range of tools that attempt to address the production of reproducible research by 
making code, data, and analyses available to the community for reuse. We wanted to collect 
information about attitudes around the consumer end of the spectrum, where life scientists 
interact with research outputs to interpret scientific results. Static plots and figures within 
articles are a central part of this interpretation, and therefore we asked respondents to consider 
various features for an interactive figure within a research article that would allow them to 
better understand and reproduce a published analysis. The majority (91%) of respondents 
reported that when authors describe their research methodology (methods and analyses) in 
detail, published research can become more reproducible. The respondents believe that having 
interactive figures in published papers is a beneficial element to themselves, the papers they 
read as well as to their readers. Whilst interactive figures are one potential solution for 
consuming the results of research more effectively to enable reproducibility, we also review the 
equally pressing technical and cultural demands on researchers that need to be addressed to 
achieve greater success in reproducibility in the life sciences. 1 1

ACM / 
PoP-GS

Daoudi N,Allix 
K,Bissyandé 
TF,Klein J

Lessons Learnt on Reproducibility in Machine Learning 
Based Android Malware Detection 2021 10.1007/s10664-021-09955-7

A well-known curse of computer security research is that it often produces systems that, while 
technically sound, fail operationally. To overcome this curse, the community generally seeks to 
assess proposed systems under a variety of settings in order to make explicit every potential 
bias. In this respect, recently, research achievements on machine learning based malware 
detection are being considered for thorough evaluation by the community. Such an effort of 
comprehensive evaluation supposes first and foremost the possibility to perform an independent 
reproduction study in order to sharpen evaluations presented by approaches’ authors. The 
question Can published approaches actually be reproduced? thus becomes paramount despite 
the little interest such mundane and practical aspects seem to attract in the malware detection 
field. In this paper, we attempt a complete reproduction of five Android Malware Detectors from 
the literature and discuss to what extent they are “reproducible”. Notably, we provide insights 
on the implications around the guesswork that may be required to finalise a working 
implementation. Finally, we discuss how barriers to reproduction could be lifted, and how the 
malware detection field would benefit from stronger reproducibility standards—like many 
various fields already have.
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Machine learning pipelines: Provenance, reproducibility 
and fair data principles 2021 10.1007/978-3-030-80960-7_17

Machine learning (ML) is an increasingly important scientific tool supporting decision making 
and knowledge generation in numerous fields. With this, it also becomes more and more 
important that the results of ML experiments are reproducible. Unfortunately, that often is not 
the case. Rather, ML, similar to many other disciplines, faces a reproducibility crisis. In this 
paper, we describe our goals and initial steps in supporting the end-to-end reproducibility of ML 
pipelines. We investi- gate which factors beyond the availability of source code and datasets 
influence reproducibility of ML experiments. We propose ways to apply FAIR data practices to 
ML workflows. We present our preliminary results on the role of our tool, ProvBook, in capturing 
and comparing provenance of ML ex- periments and their reproducibility using Jupyter 
Notebooks. 1 1 1 1
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Mapping the discursive dimensions of the reproducibility 
crisis: A mixed methods analysis 2021

To those involved in discussions about rigor, reproducibility, and replication in science, 
conversation about the “reproducibility crisis” appear ill-structured. Seemingly very different 
issues concerning the purity of reagents, accessibility of computational code, or misaligned 
incentives in academic research writ large are all collected up under this label. Prior work has 
attempted to address this problem by creating analytical definitions of reproducibility. We take a 
novel empirical, mixed methods approach to understanding variation in reproducibility 
discussions, using a combination of grounded theory and correspondence analysis to examine 
how a variety of authors narrate the story of the reproducibility crisis. Contrary to expectations, 
this analysis demonstrates that there is a clear thematic core to reproducibility discussions, 
centered on the incentive structure of science, the transparency of methods and data, and the 
need to reform academic publishing. However, we also identify three clusters of discussion that 
are distinct from the main body of articles: one focused on reagents, another on statistical 
methods, and a final cluster focused on the heterogeneity of the natural world. Although there 
are discursive differences between scientific and popular articles, we find no strong differences 
in how scientists and journalists write about the reproducibility crisis. Our findings demonstrate 
the value of using qualitative methods to identify the bounds and features of reproducibility 
discourse, and identify distinct vocabularies and constituencies that reformers should engage 
with to promote change. 1
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Nullius in Verba: Reproducibility for Database Systems 
Research, Revisited 2021 https://ieeexplore.ieee.org/abstract/document/9458724/

Over the last decade, reproducibility of experimental results has been a prime focus in database 
systems research, and many high-profile conferences award results that can be independently 
verified. Since database systems research involves complex software stacks that non-trivially 
interact with hardware, sharing experimental setups is anything but trivial: Building a working 
reproduction package goes far beyond providing a DOI to some repository hosting data, code, 
and setup instructions.
This tutorial revisits reproducible engineering in the face of state-of-the-art technology, and best 
practices gained in other computer science research communities. In particular, in the hands-on 
part, we demonstrate how to package entire system software stacks for dissemination. To 
ascertain long-term reproducibility over decades (or ideally, forever), we discuss why relying on 
open source technologies massively employed in industry has essential advantages over 
approaches crafted specifically for research. Supplementary material shows how version control 
systems that allow for non-linearly rewriting recorded history can document the structured 
genesis behind experimental setups in a way that is substantially easier to understand, without 
involvement of the original authors, compared to detour-ridden, strictly historic evolution.
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On Generating Network Traffic Datasets with Synthetic 
Attacks for Intrusion Detection 2021 10.1145/3424155

Most research in the field of network intrusion detection heavily relies on datasets. Datasets in 
this field, however, are scarce and difficult to reproduce. To compare, evaluate, and test related 
work, researchers usually need the same datasets or at least datasets with similar 
characteristics as the ones used in related work. In this work, we present concepts and the 
Intrusion Detection Dataset Toolkit (ID2T) to alleviate the problem of reproducing datasets with 
desired characteristics to enable an accurate replication of scientific results. Intrusion Detection 
Dataset Toolkit (ID2T) facilitates the creation of labeled datasets by injecting synthetic attacks 
into background traffic. The injected synthetic attacks created by ID2T blend with the background 
traffic by mimicking the background traffic’s properties.This article has three core contributions. 
First, we present a comprehensive survey on intrusion detection datasets. In the survey, we 
propose a classification to group the negative qualities found in the datasets. Second, the 
architecture of ID2T is revised, improved, and expanded in comparison to previous work. The 
architectural changes enable ID2T to inject recent and advanced attacks, such as the EternalBlue 
exploit or a peer-to-peer botnet. ID2T’s functionality provides a set of tests, known as TIDED, 
that helps identify potential defects in the background traffic into which attacks are injected. 
Third, we illustrate how ID2T is used in different use-case scenarios to replicate scientific results 
with the help of reproducible datasets. ID2T is open source software and is made available to 
the community to expand its arsenal of attacks and capabilities.
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Perspectives on Machine Learning from Psychology's 
Reproducibility Crisis 2021 https://arxiv.org/abs/2104.08878

In the early 2010s, a crisis of reproducibility rocked the field of psychology. Following a period of 
reflection, the field has responded with radical reform of its scientific practices. More recently, 
similar questions about the reproducibility of machine learning research have also come to the 
fore. In this short paper, we present select ideas from psychology’s reformation, translating 
them into relevance for a machine learning audience. 1 1 1 1

PoP-GS A Belz Quantifying reproducibility in NLP and ML 2021 https://arxiv.org/abs/2109.01211

Reproducibility has become an intensely debated topic in NLP and ML over recent years, but no 
commonly accepted way of assessing reproducibility, let alone quantifying it, has so far 
emerged. The assumption has been that wider scientific reproducibility terminology and 
definitions are not applicable to NLP/ML, with the result that many different terms and 
definitions have been proposed, some diametrically opposed. In this paper, we test this 
assumption, by taking the standard terminology and definitions from metrology and applying 
them directly to NLP/ML. We find that we are able to straightforwardly derive a practical 
framework for assessing reproducibility which has the desirable property of yielding a quantified 
degree of reproducibility that is comparable across different reproduction studies. 1
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ReproducedPapers. org: Openly teaching and structuring 
machine learning reproducibility 2021 10.1007/978-3-030-76423-4_1

We present ReproducedPapers.org: an open online repository for teaching and structuring 
machine learning reproducibility. We evaluate doing a reproduction project among students and 
the added value of an online reproduction repository among AI researchers. We use anonymous 
self-assessment surveys and obtained 144 responses. Results suggest that students who do a 
reproduction project place more value on scientific reproductions and become more critical 
thinkers. Students and AI researchers agree that our online reproduction repository is valuable.
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An Overview of Platforms for Reproducible Research and 
Augmented Publications 2019 https://doi.org/10.1007/978-3-030-23987-9_2

There exist several dissemination repositories, computation platforms, and online tools that might be 
used to implement Reproducible Research. In this paper, we discuss the strengths and weaknesses, 
or better, the adequacy of each of them for this purpose. Specifically, we present aspects such as the 
freely availability of contents for the scientific community, the languages which are accepted, or how 
the platform solves the problem of dependency to specific library versions. We discuss if articles and 
codes are peer-reviewed or if they are simply spread through a dissemination platform, and if changes 
are allowed after publication. The most popular platforms and tools are presented with the perspective 
to highlight new ways for scientific communication. 1
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Andre  ́ Freitas The Diagrammatic AI Language (DIAL): Version 0.1 2018 http://arxiv.org/abs/1812.11142

Currently, there is no consistent model for visually or formally representing the architecture of AI 
systems. This lack of representation brings interpretability, correctness and completeness challenges in 
the description of existing models and systems. DIAL (The Diagrammatic AI Language) has been 
created with the aspiration of being an “engineering schematic” for AI Systems. It is presented here as 
a starting point for a community dialogue towards a common diagrammatic language for AI Systems. 1

PoP-GS J Wonsil Reproducibility as a Service 2021 https://open.library.ubc.ca/soa/cIRcle/collections/ubctheses/24/items/1.0398221

Recent studies demonstrated that the reproducibility of previously published computational 
experiments is inadequate. Many of these published computational experiments are not 
reproducible, because they never recorded or preserved their computational environment. This 
environment consists of artifacts such as packages installed in the language, libraries installed 
on the host system, file names, and directory hierarchy. Researchers have created reproducibility 
tools to help mitigate this problem, but they do nothing for the experiments that already exist in 
online repositories. This situation is not improving, as researchers continue to publish results 
every year without using reproducibility tools, likely due to benign neglect as it is common to 
believe publishing the code and data is sufficient for reproducibility. To clarify the gap between 
what existing reproducibility tools are capable of and this issue with published experiments, we 
define a framework to distinguish between actions taken by a researcher to facilitate 
reproducibility in the presence of a computational environment and actions taken by a 
researcher to enable re- production of an experiment when that environment has been lost. The 
difference between these approaches in reproducibility lies in the availability of a computational 
environment. Researchers that provide access to the original computational environment 
perform proactive reproducibility, while those who do not enable only retroactive reproducibility. 
We present Reproducibility as a Service (RaaS), which is, to our knowledge, the first 
reproducibility tool explicitly designed to facilitate retroactive reproducibility. We demonstrate 
how RaaS can fix many of the com- mon errors found in R scripts on Harvard’s Dataverse and 
preserve the recreated computational environment. 1
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Experimental studies are prevalent in Evolutionary Computation (EC), and concerns about the 
reprodu- cibility and replicability of such studies have increased in recent times, reflecting 
similar concerns in other scientific fields. In this article, we discuss, within the context of EC, the 
different types of reproducibility and suggest a classification that refines the badge system of 
the Association of Computing Machinery (ACM) adopted by ACM Transactions on Evolutionary 
Learning and Optimization (TELO). We identify cul- tural and technical obstacles to 
reproducibility in the EC field. Finally, we provide guidelines and suggest tools that may help to 
overcome some of these reproducibility obstacles.
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Should we strive to make science bias-free? A 
philosophical assessment of the reproducibility crisis 2021 10.1007/s10838-020-09548-w

Recently, many scientists have become concerned about an excessive number of failures to 
reproduce statistically significant effects. The situation has become dire enough that the 
situation has been named the ‘reproducibility crisis’. After reviewing the relevant literature to 
confirm the observation that scientists do indeed view replication as currently problematic, I 
explain in philosophical terms why the replication of empirical phenomena, such as statistically 
significant effects, is important for scientific progress. Following that explanation, I examine 
various diagnoses of the reproducibility crisis, and argue that for the majority of scientists the 
crisis is due, at least in part, to a form of publication bias. This conclusion sets the stage for an 
assessment of the view that evidential relations in science are inherently value-laden, a view 
championed by Heather Douglas and Kevin Elliott. I argue, in response to Douglas and Elliott, and 
as motivated by the meta-scientific resistance scientists harbour to a publication bias, that if we 
advocate the value-ladenness of science the result would be a deepening of the reproducibility 
crisis. 1
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Statistical Model for Reproducibility in Ranking-Based 
Feature Selection 2021 10.1007/s10115-020-01519-3

The stability of feature subset selection algorithms has become crucial in real-world problems 
due to the need for consistent experimental results across different replicates. Specifically, in 
this paper, we analyze the reproducibility of ranking-based feature subset selection algorithms. 
When applied to data, this family of algorithms builds an ordering of variables in terms of a 
measure of relevance. In order to quantify the reproducibility of ranking-based feature subset 
selection algorithms, we propose a model that takes into account all the different sized subsets 
of top-ranked features. The model is fitted to data through the minimization of an error function 
related to the expected values of Kuncheva’s consistency index for those subsets. Once it is 
fitted, the model provides practical information about the feature subset selection algorithm 
analyzed, such as a measure of its expected reproducibility or its estimated area under the 
receiver operating characteristic curve regarding the identification of relevant features. We test 
our model empirically using both synthetic and a wide range of real data. The results show that 
our proposal can be used to analyze feature subset selection algorithms based on rankings in 
terms of their reproducibility and their performance.
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Stop Building Castles on a Swamp! The Crisis of 
Reproducing Automatic Search in Evidence-Based 
Software Engineering 2021 10.1109/ICSE-NIER52604.2021.00012

The evidence-based approach has increasingly been employed to synthesize empirical findings 
from the primary research in software engineering. Nevertheless, the reproducibility of evidence-
based software engineering (EBSE) studies seems to be underemphasized. In our investigation 
into the automatic search of 311 sample studies, more than 50% of the search strings are not 
reusable; about 87.5% of the search activities (e.g., search field settings) are unrepeatable; and 
more than 95% of the whole automatic search implementations are unreproducible. Considering 
that searching is a cornerstone of an EBSE study, we are afraid that the reproducibility of the 
current secondary research could be worse than we can imagine. By analyzing and reporting the 
root causes of the aforementioned observations, we urge collaboration and cooperation among 
all the stakeholders in our community to improve the research reproducibility in EBSE.

reproduction crisis, 
systematic literature 
review, automatic search, 
EBSE, digital libraries 1 1 1 1

ACM

Feger SS,Woźniak 
PW,Niess 
J,Schmidt A

Tailored Science Badges: Enabling New Forms of 
Research Interaction 2021 10.1145/3461778.3462067

Science faces a reproducibility crisis. There is a need to establish open science practices within 
the academic reputation economy. Open Science Badges address this issue by promoting and 
acknowledging research sharing and documentation. The generic design of currently awarded 
badges enabled their adoption across the sciences. Yet, their general nature makes it difficult to 
reflect individual practices and needs of distinct scientific fields. In this paper, we explore uses 
and effects of highly tailored badges in research data management. We implemented six 
science badges in a particle physics research preservation service. Our exploration showed that 
scientists were open to encouraging valuable scientific practices through tailored science 
badges. They described entirely new opportunities for interaction with research repositories. We 
present design implications for systems that promote reproducibility, related to meaningful 
criteria, repository navigation, and content discovery. Finally, we discuss the scope and uses of 
tailored science badges in modern science.
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UiLab, a Workbench for Conducting and Reproducing 
Experiments in GUI Visual Design 2021 10.1145/3457143

With the continuously increasing number and variety of devices, the study of visual design of 
their Graphical User Interfaces grows in importance and scope, particularly for new devices, 
including smartphones, tablets, and large screens. Conducting a visual design experiment 
typically requires defining and building a GUI dataset with different resolutions for different 
devices, computing visual design measures for the various configurations, and analyzing their 
results. This workflow is very time- and resource-consuming, therefore limiting its 
reproducibility. To address this problem, we present UiLab, a cloud-based workbench that 
parameterizes the settings for conducting an experiment on visual design of Graphical User 
Interfaces, for facilitating the design of such experiments by automating some workflow stages, 
and for fostering their reproduction by automating their deployment. Based on requirements 
elicited for UiLab, we define its conceptual model to delineate the borders of services of the 
software architecture to support the new workflow. We exemplify it by demonstrating a system 
walkthrough and we assess its impact on experiment reproducibility in terms of design and 
development time saved with respect to a classical workflow. Finally, we discuss potential 
benefits brought by this workbench with respect to reproducing experiments in GUI visual design 
and existing shortcomings to initiate future avenues. We publicly release UiLab source code on a 
GitHub repository.
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Understanding experiments and research practices for 
reproducibility: an exploratory study 2021

Scientific experiments and research practices vary across disciplines. The research practices 
followed by scientists in each domain play an essential role in the understandability and 
reproducibility of results. The “Reproducibility Crisis”, where researchers find difficulty in 
reproducing published results, is currently faced by several disciplines. To understand the 
underlying problem in the context of the reproducibility crisis, it is important to first know the 
different research practices followed in their domain and the factors that hinder reproducibility. 
We performed an exploratory study by conducting a survey addressed to researchers 
representing a range of disciplines to understand scientific experiments and research practices 
for reproducibility. The survey findings identify a reproducibility crisis and a strong need for 
sharing data, code, methods, steps, and negative and positive results. Insufficient metadata, lack 
of publicly available data, and incomplete information in study methods are considered to be the 
main reasons for poor reproducibility. The survey results also address a wide number of research 
questions on the reproducibility of scientific results. Based on the results of our explorative study 
and supported by the existing published literature, we offer general recommendations that could 
help the scientific community to understand, reproduce, and reuse experimental data and results 
in the research data lifecycle. 1 1 1 1 1 1
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“Automatic control knowledge repository”–a 
computational approach for simpler and more robust 
reproducibility of results in control theory 2020 https://ieeexplore.ieee.org/abstract/document/9259657/

As many other disciplines, control theory to some degree suffers from a reproducibility crisis. In 
particular, since computational methods like simulation, numeric approximation or computer 
algebra play an important role, the reproducibility of results relies on implementation details, 
which are typically out of scope for written papers. While some publications do reference the 
source code of the respective software, this is by far not standard in industry and academia. 
Additionally, having access to the source code does not imply reproducibility due to dependency 
issues w. r. t. hardware and software components. This paper proposes a three-component 
approach to mitigate the problem: a) an open repository with a suitable data structure to publish 
formal problem specifications and problem solutions (each represented as source code) along 
with necessary metadata, b) a web service that automatically checks the solution methods 
against the problem specifications and auxiliary software for local testing and c) a peer-oriented 
process scheme to organize both the contribution process to that repo and formal quality 
assurance. The proposed concept offers simplified and more robust reproducibility, as well as 
increased visibility of published results and a community-curated set of reference 
implementations for control-related methods.
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A systemic approach to facilitating reproducibility via 
federated, end-to-end data management 2020 10.1007/978-3-030-63393-6_6

Advances in computing infrastructure and instrumentation have accelerated scientific discovery 
in addition to exploding the data volumes. Unfortunately, the unavailability of equally advanced 
data management infrastructure has led to ad hoc practices that diminish scientific productivity 
and exacerbate the reproducibility crisis. We discuss a system-wide solution that supports 
management needs at every stage of the data lifecycle. At the center of this system is DataFed - 
a general purpose, scientific data management system that addresses these challenges by 
federating data storage across facilities with central metadata and provenance management - 
providing simple and uniform data discovery, access, and collaboration capabilities. At the edge 
is a Data Gateway that captures raw data and context from experiments (even when performed 
on off-network instruments) into DataFed. DataFed can be integrated into analytics platforms to 
easily, correctly, and reliably work with datasets to improve reproducibility of such workloads. 
We believe that this system can significantly alleviate the burden of data management and 
improve compliance with the Findable Accessible Interoperable, Reusable (FAIR) data principles, 
thereby improving scientific productivity and rigor. 1 1
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An assessment of reproducibility and methodological 
issues in neural recommender systems research 2020 https://www.politesi.polimi.it/handle/10589/169431

The design of algorithms that generate personalized ranked item lists is a central topic of 
research in the field of recommender systems. In recent years, in particular, the interest of the 
research community has moved to- wards neural approaches based on deep learning, which 
have become dom- inant in the literature. Since each of those publications claims substantial 
progress over the state-of-the-art, it seems logical to expect the research field to be on a steady 
trajectory of increased effectiveness. However, sev- eral studies indicated the existence of 
certain problems in today’s research practice, e.g., with respect to the choice and optimization 
of the baselines used for comparison or to the design of the experimental protocol itself, raising 
questions about the published claims. In order to assess the level of progress, reproducibility and 
the existence of issues in the current recom- mender systems research practice, this thesis 
attempts to reproduce recent results in the area of neural recommendation approaches based 
on collab- orative filtering. The analysis in particular focuses on articles published at high level 
scientific conferences between 2015 and 2018. The results is that out of 24 articles, only 12 can 
be reproduced and only 1 shows to be consistently competitive against simple methods, e.g., 
based on the nearest- neighbor heuristics or linear machine learning. In our analysis, we discuss 
this surprising result and trace it back to several common issues in today’s research practice, 
which, despite the many papers that are published on the topic, have apparently led the 
recommender system field, for the task con- sidered in our analysis, to a certain level of 
stagnation. 1 1 1 1
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Best Practices for Scientific Research on Neural 
Architecture Search 2020 https://dl.acm.org/doi/10.5555/3455716.3455959

Finding a well-performing architecture is often tedious for both deep learning practitioners and 
researchers, leading to tremendous interest in the automation of this task by means of neural 
architecture search (NAS). Although the community has made major strides in developing better 
NAS methods, the quality of scientific empirical evaluations in the young field of NAS is still 
lacking behind that of other areas of machine learning. To address this issue, we describe a set 
of possible issues and ways to avoid them, leading to the NAS best practices checklist available 
at http://automl.org/nas_checklist.pdf.
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Improving Reproducibility in Machine Learning Research(A 
Report from the NeurIPS 2019 Reproducibility Program) 2019 https://jmlr.org/papers/v22/20-303.html

One of the challenges in machine learning research is to ensure that presented and published results 
are sound and reliable. Reproducibility, that is obtaining similar results as presented in a paper or talk, 
using the same code and data (when available), is a necessary step to verify the reliability of research 
findings. Reproducibility is also an important step to promote open and accessible research, thereby 
allowing the scientific community to quickly integrate new findings and convert ideas to practice. 
Reproducibility also promotes the use of robust experimental workflows, which potentially reduce 
unintentional errors. In 2019, the Neural Information Processing Systems (NeurIPS) conference, the 
premier international conference for research in machine learning, introduced a reproducibility program, 
designed to improve the standards across the community for how we conduct, communicate, and 
evaluate machine learning research. The program contained three components: a code submission 
policy, a community-wide reproducibility challenge, and the inclusion of the Machine Learning 
Reproducibility checklist as part of the paper submission process. In this paper, we describe each of 
these components, how it was deployed, as well as what we were able to learn from this initiative. 1 1 1
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N Code Replicability in Computer Graphics 2020 10.1145/3386569.3392413

Being able to duplicate published research results is an important process of conducting 
research whether to build upon these findings or to compare with them. This process is called 
"replicability" when using the original authors' artifacts (e.g., code), or "reproducibility" 
otherwise (e.g., re-implementing algorithms). Reproducibility and replicability of research 
results have gained a lot of interest recently with assessment studies being led in various fields, 
and they are often seen as a trigger for better result diffusion and transparency. In this work, we 
assess replicability in Computer Graphics, by evaluating whether the code is available and 
whether it works properly. As a proxy for this field we compiled, ran and analyzed 151 codes out 
of 374 papers from 2014, 2016 and 2018 SIGGRAPH conferences. This analysis shows a clear 
increase in the number of papers with available and operational research codes with a 
dependency on the subfields, and indicates a correlation between code replicability and citation 
count. We further provide an interactive tool to explore our results and evaluation data.
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Verification, Reproduction and Replication of NLP 
Experiments: a Case Study on Parsing Universal 
Dependencies 2020 https://aclanthology.org/2020.udw-1.6

As in any field of inquiry that depends on experiments, the verifiability of experimental studies is 
important in computational linguistics. Despite increased attention to verification of empirical results, the 
practices in the field are unclear. Furthermore, we argue, certain traditions and practices that are 
seemingly useful for verification may in fact be counterproductive. We demonstrate this through a set 
of multi-lingual experiments on parsing Universal Dependencies treebanks. In particular, we show that 
emphasis on exact replication leads to practices (some of which are now well established) that hide the 
variation in experimental results, effectively hindering verifiability with a false sense of certainty. The 
purpose of the present paper is to highlight the magnitude of the issues resulting from these common 
practices with the hope of instigating further discussion. Once we, as a community, are convinced 
about the importance of the problems, the solutions are rather obvious, although not necessarily easy 
to implement. 1 1 1 1 1
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How Do Journals of Different Rank Instruct Peer 
Reviewers? Reviewer Guidelines in the Field of 
Management 2020 10.1007/s11192-019-03343-1

Current knowledge on peer review consists of general formulations of its goals and micro level 
accounts of its practice, while journals’ attempts to guide and shape peer review have hardly 
been investigated so far. This article addresses this gap by studying the content of the reviewer 
guidelines (RG) of 46 journals in the field of management, as editors may use guidelines to 
nudge reviewers considering all relevant criteria, properly, and consistently with the needs of the 
journal. The analysis reveals remarkable differences between the instructions for reviewers of 
journals of different rank. Average and low rank journals mostly use evaluation forms, they 
emphasize the empirical contribution and the quality of communication. RG of high rank journals 
are texts; they stress the theoretical contribution and methodological validity in strict terms. RG 
of very high rank journals stand even further apart, as they include 45% less gatekeeping 
instructions but four times more developmental instructions. While developmental instructions 
may help retaining the most innovative contributions, the fact that they are common only in very 
high rank journals may represent another case of cumulative advantage in science.
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How to measure the reproducibility of system-oriented IR 
experiments 2020 10.1145/3397271.3401036

Replicability and reproducibility of experimental results are primary concerns in all the areas of 
science and IR is not an exception. Besides the problem of moving the field towards more 
reproducible experimental practices and protocols, we also face a severe methodological issue: 
we do not have any means to assess when reproduced is reproduced. Moreover, we lack any 
reproducibility-oriented dataset, which would allow us to develop such methods.
To address these issues, we compare several measures to objectively quantify to what extent 
we have replicated or reproduced a system-oriented IR experiment. These measures operate at 
different levels of granularity, from the fine-grained comparison of ranked lists, to the more 
general comparison of the obtained effects and significant differences. Moreover, we also 
develop a reproducibility-oriented dataset, which allows us to validate our measures and which 
can also be used to develop future measures.
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In Search of Better Science: On the Epistemic Costs of 
Systematic Reviews and the Need for a Pluralistic Stance 
to Literature Search 2020 10.1007/s11192-019-03333-3

This paper reviews the current status of academic search engines and emerging trends in 
scientific information retrieval and argues for two key claims. First, since systematic searches 
rely on the widespread use of academic search engines and the latter are generally not powered 
by cutting-edge Artificial Intelligence (AI) and not well-positioned to further the goals of 
findability and discoverability, there are some non-trivial epistemic costs associated with the 
tradition of systematic search. Second, while narrative reviews are typically criticized because of 
their lack of transparency, accountability, and reproducibility, they do deserve a place in scientific 
research. Specifically, once narrative reviews are properly understood as enabled by modern 
tools such as non-academic search engines, AI-powered recommender systems and academic 
social networks, it is possible to appreciate how these can indeed further the goal of literature 
discoverability. The upshot of this piece is that there are multiple goals and trade-offs involved 
in the process of scientific document search and that we should acknowledge virtues and 
limitations of different approaches to information retrieval and be prepared to welcome their 
combined use. 1
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Reproducibility for everyone: a community-led initiative 
with global reach in reproducible research training 2020 10.7554/eLife.64719

Open and reproducible research practices increase the reusability and impact of scientific 
research. Factors affecting the reproducibility of results can arise from nearly every aspect of the 
scientific process and most can be overcome by improved education in reproducible research 
practices. We present the Reproducibility for Everyone (R4E) initiative that aims to provide 
training via series of customizable workshop modules that covers the conceptual framework of 
reproducible research practices, followed by an overview of actionable research practices. Our 
workshops target researchers at all levels and across disciplines. To date, the R4E initiative has 
reached over two-thousand researchers worldwide. R4E is volunteer-led and demonstrates how 
a shared set of materials form the basis for a global initiative to improve reproducibility in 
science. All workshop materials, including accompanying resources, are available under a CC-BY 
4.0 license at www.repro4everyone.org. 
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https://hdsr.mitpress.mit.ed
u/pub/0r4v4k4z/release/1?r
eadingCollection=c6cf45bb 
/ Verw. Version: 
https://hdsr.mitpress.mit.ed
u/pub/0r4v4k4z/release/2

Scientific progress requires the ability of scientists to build on the results produced by those who 
preceded them. Because of this, there is concern that irreproducible scientific results are being 
reported. We suggest that while reproducibility can be an important hallmark of good science, it 
is not often the most important indicator. The discipline of metrology, or measurement science, 
describes a measurement result as a value and the uncertainty around that value. We propose a 
systematic process for considering the sources of uncertainty in a scientific study that can be 
applied to virtually all disciplines of scientific research. We suggest that a research study can be 
characterized by how sources of uncertainty in the study are reported and mitigated. Such 
activities can add to the value of scientific results and the ability to share data effectively.
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ReproGen: Proposal for a shared task on reproducibility of 
human evaluations in NLG 2020 https://aura.abdn.ac.uk/handle/2164/20381

Across NLP, a growing body of work is look- ing at the issue of reproducibility. However, 
replicability of human evaluation experiments and reproducibility of their results is currently 
under-addressed, and this is of particular con- cern for NLG where human evaluations are the 
norm. This paper outlines our ideas for a shared task on reproducibility of human eval- uations in 
NLG which aims (i) to shed light on the extent to which past NLG evaluations have been 
replicable and reproducible, and (ii) to draw conclusions regarding how evaluations can be 
designed and reported to increase repli- cability and reproducibility. If the task is run over several 
years, we hope to be able to document an overall increase in levels of replicabil-ity and 
reproducibility over time. 1 1
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ReprohackNL 2019: How libraries can promote research 
reproducibility through community engagement 2020

University Libraries play a crucial role in moving towards Open Science, contributing to more 
transparent, reproducible and reusable research. The Center for Digital Scholarship (CDS) at 
Leiden University (LU) library is a scholarly lab that promotes open science literacy among 
Leiden’s scholars by two complementary strategies: existing top-down structures are used to 
provide training and services, while bottom-up initiatives from the research community are 
actively supported by offering the CDS’s expertise and facilities. An example of how bottom-up 
initiatives can blossom with the help of library structures such as the CDS is ReproHack. 
ReproHack – a reproducibility hackathon – is a grass-root initiative by young scholars with the 
goal of improving research reproducibility in three ways. First, hackathon attendees learn about 
reproducibility tools and challenges by reproducing published results and providing feedback to 
authors on their attempt. Second, authors can nominate their work and receive feedback on their 
reproducibility efforts. Third, the collaborative atmosphere helps building a community 
interested in making their own research reproducible.
A first ReproHack in the Netherlands took place on November 30th, 2019, co-organised by the 
CDS at the LU Library with 44 participants from the fields of psychology, engineering, 
biomedicine, and computer science. For 19 papers, 24 feedback forms were returned and five 
papers were reported as successfully reproduced. Besides the researchers’ learning experience, 
the event led to recommendations on how to enhance research reproducibility. The ReproHack 
format therefore provides an opportunity for libraries to improve scientific reproducibility 
through community engagement.
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Run, forest, run? on randomization and reproducibility in 
predictive software engineering 2020 https://arxiv.org/abs/2012.08387

Machine learning (ML) has been widely used in the literature to automate software engineering 
tasks. However, ML outcomes may be sensitive to randomization in data sampling mechanisms 
and learning procedures. To understand whether and how researchers in SE address these 
threats, we surveyed 45 recent papers related to three predictive tasks: defect prediction (DP), 
predictive mutation testing (PMT), and code smell detection (CSD). We found that less than 50% 
of the surveyed papers address the threats related to randomized data sampling (via multiple 
repetitions); only 8% of the papers address the random nature of ML; and parameter values are 
rarely reported (only 18% of the papers). To assess the severity of these threats, we conducted 
an empirical study using 26 real-world datasets commonly considered for the three predictive 
tasks of interest, considering eight common supervised ML classifiers. We show that different 
data resamplings for 10-fold cross-validation lead to extreme variability in observed 
performance results. Furthermore, randomized ML methods also show non-negligible variability 
for different choices of random seeds. More worryingly, performance and variability are 
inconsistent for different implementations of the conceptually same ML method in different 
libraries, as also shown through multi-dataset pairwise comparison. To cope with these critical 
threats, we provide practical guidelines on how to validate, assess, and report the results of 
predictive methods.
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The new reality of reproducibility: The role of data work in 
scientific research 2020 10.1145/3392840

Although reproducibility–the idea that a valid scientific experiment can be repeated with similar 
results– is integral to our understanding of good scientific practice, it has remained a difficult 
concept to define precisely. Across scientific disciplines, the increasing prevalence of large 
datasets, and the computational techniques necessary to manage and analyze those datasets, 
has prompted new ways of thinking about reproducibility. We present findings from a qualitative 
study of a NSF–funded two-week workshop developed to introduce an interdisciplinary group of 
domain scientists to data-management techniques for data-intensive computing, with a focus 
on reproducible science. Our findings suggest that the introduction of data-related activities 
promotes a new understanding of reproducibility as a mechanism for local knowledge transfer 
and collaboration, particularly as regards efficient software reuse.
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There are many recommendations of "best practices" for those doing data science, data-intensive 
research, and research in general. These documents usually present a particular vision of how people 
should work with data and computing, recommending specific tools, activities, mechanisms, and 
sensibilities. However, implementation of best (or better) practices in any setting is often met with 
resistance from individuals and groups, who perceive some drawbacks to the proposed changes to 
everyday practice. We offer some definitions of resistance, identify the sources of researchers' 
hesitancy to adopt new ways of working, and describe some of the ways resistance is manifested in 
data science teams. We then offer strategies for overcoming resistance based on our group members' 
experiences working alongside resistors or resisting change themselves. Our discussion concluded with 
many remaining questions left to tackle, some of which are listed at the end of this piece. 1

PoP-GS OE Gundersen The reproducibility crisis is real 2020 https://ojs.aaai.org/index.php/aimagazine/article/view/5318
The reproducibility crisis is real, and it is not only the field of psychology that has to deal with it. 
All the sciences are affected; the field of artificial intelligence is not an exception. 1 1
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Threats of a Replication Crisis in Empirical Computer 
Science 2020 10.1145/3360311 Research replication only works if there is confidence built into the results. 1 1 1 1 1 1
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Towards supporting reproducibility of experimental 
studies in GUI visual design 2020 10.1145/3393672.3398644

Graphical User Interfaces are the most common way of interaction with the devices we use in 
our everyday life. Given the important and long-lasting impact that the visual design of GUIs has 
on User Experience, its experimental study is of high importance. However, this activity suffers 
from a lack of reproducibility of experimental results due to the significant amount of time and 
resources to conduct such experiments and create datasets. To address this problem, this thesis 
aims at developing an application which purpose is to facilitate the construction of datasets in 
the context of experimental studies of GUIs. The application parameterizes the design of 
experimental studies related to GUIs and automates various steps in order to facilitate their 
deployment and to foster their reproducibility. We explain the research approach, the workflows 
and features underlying the application. Finally, we discuss the current state of the thesis and 
the future work to be achieved.
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Khodakarami… Transparency and reproducibility in artificial intelligence 2020 https://www.nature.com/articles/s41586-020-2766-y

Breakthroughs in artificial intelligence (AI) hold enormous potential as it can automate complex 
tasks and go even beyond human performance. In their study, McKinney et al. showed the high 
potential of AI for breast cancer screening. However, the lack of methods’ details and algorithm 
code undermines its scientific value. Here, we identify obstacles hindering transparent and 
reproducible AI research as faced by McKinney et al., and provide solutions to these obstacles 
with implications for the broader field. 1 1 1
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Trust but verify: How to leverage policies, workflows, and 
infrastructure to ensure computational reproducibility in 
publication 2020 https://hdsr.duqduq.org/pub/f0obb31j?readingCollection=bf6d588c

This article distills findings from a qualitative study of seven reproducibility initiatives to 
enumerate nine key decision points for journals seeking to address concerns about the quality 
and rigor of computational research by expanding the peer review and publication process. We 
evaluate our guidance in light of the recent National Academies of Science, Engineering, and 
Medicine (NASEM, 2019) report on Reproducibility and Replicability in Science recommendation 
for journal reproducibility audits. We present 10 findings that clarify how reproducibility 
initiatives contend with a variety of social and technical factors, including significant gaps in 
editorial infrastructure and a lack of uniformity in how research artifacts are packaged for 
dissemination. We propose and define a novel concept of assessable reproducible research 
artifacts and point the way to an improved understanding of how changes to author incentives 
and dissemination requirements impact the quality, rigor, and trustworthiness of published 
computational research.

reproducibility, 
reproducibility audits, 
reproducibility initiative, 
reproducibility policy, open 
data and code, peer review 1 1 1 1

PoP-GS CA Willis

Trust, but verify: An investigation of methods of 
verification and dissemination of computational research 
artifacts for transparency and reproducibility 2020 https://www.ideals.illinois.edu/items/116094

Recent years have introduced major shifts in scientific reporting and publishing. The scientific 
community, publishers, funding agencies, and the public expect research to adhere to principles 
of openness, reproducibility, replicability, and repeatability. However, studies have shown that 
scientists often have neither the right tools nor suitable support at their disposal to meet these 
modern science challenges. In fact, even the concrete expectations connected to these terms 
may be unclear and subject to field-specific, organizational, and personal interpretations. Based 
on a narrative literature review of work that defines characteristics of open science, 
reproducibility, replicability, and repeatability, as well as a review of recent work on researcher-
centered requirements, we find that the bottom-up practices and needs of researchers contrast 
top-down expectations encoded in terms related to reproducibility and open science. We identify 
and define reproducibility as a central term that concerns the ease of access to scientific 
resources, as well as their completeness, to the degree required for efficiently and effectively 
interacting with scientific work. We hope that this characterization helps to create a mutual 
understanding across science stakeholders, in turn paving the way for suitable and stimulating 
environments, fit to address the challenges of modern science reporting and publishing.

reproducibility; definition; 
replicability; open science; 
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A container-based framework to facilitate reproducibility 
in employing stochastic process algebra for modeling 
parallel computing systems 2019 https://ieeexplore.ieee.org/abstract/document/8778220/

Scientific applications are increasingly complex and domain specific, and the underlying 
architectures of the parallel and distributed systems on which they are executed also continue to 
grow in complexity. As these high performance parallel and distributed computing applications 
and environments continue to grow both in complexity and computing power, there is an 
increasing financial cost associated with both the acquisition and maintenance of those systems. 
Therefore, the ability to model the performance of these applications and systems before and 
during their development and deployment to guide cost-effective decisions about their resources 
and configurations is highly important to the designers of those applications and systems. 
Performance Evaluation Process Algebra (PEPA) is a modeling language and framework for 
modeling parallel and distributed computing and communication applications and systems, and 
numerous examples are present in the literature where PEPA has been utilized to model these 
systems for evaluating or predicting their performance using various metrics, including 
throughput, utilization, and robustness. Since its development, the PEPA modeling framework 
has been expanded to model biological systems and networks (Bio-PEPA), and massive (on the 
order of ∼ 10129 components) homogeneous systems with Grouped PEPA (GPEPA). PEPA and its 
derivatives are implemented in a variety of ways, ranging from plug-ins integrated with the 
Eclipse integrated development environment to standalone command- line based interpreters, 
each with their own unique and often challenging installation and configuration requirements. 
To help enable other researchers to more easily utilize these frameworks and facilitate 
increased and robust reproducibility across end- user platforms, we present and make available 
containerized versions of a number of these PEPA frameworks. We have validated the 
functionality of these containers by testing them with models available from the research 
community that utilizes PEPA. These containers serve as a readily available resource for the 
community and can be executed on any environment capable of executing the underlying 
containerization framework.
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A Systematic Analysis of User Evaluations in Security 
Research 2019 10.1145/3339252.3340339

We conducted a literature survey on reproducibility and replicability of user surveys in security 
research. For that purpose, we examined all papers published over the last five years at three 
leading security research conferences and recorded the type of study and whether the authors 
made the underlying responses available as open data, as well as if they published the used 
questionnaire respectively interview guide. We uncovered how user surveys become more 
widespread in security research and how authors and conferences are increasingly publishing 
their methodologies, while we had no examples of data being made available. Based on these 
findings, we recommend that future researchers publish their data in addition to their results to 
facilitate replication and ensure a firm basis for user studies in security research.

qualitative methods, 
systematic literature 
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ACM / 
PoP-GS MM McGill

Discovering empirically-based best practices in computing 
education through replication, reproducibility, and meta-
analysis studies 2019 10.1145/3364510.3364528

Though some empirically-driven best practices in computing ed- ucation exist, there are 
legitimate and serious concerns about the dearth of studies that have been replicated and/or 
reproduced in the sciences, including education science and computing education. Without the 
empirical evidence that comes from replicated, repro- duced or meta-analytic studies to provide 
further verification that a particular practice is effective, the computing education research 
community may be unintentionally propagating poor practices driven by false findings derived 
from individual studies. Propaga- tion of these practices can lead to distrust by practitioners, 
eroding the relationship between often well-intentioned researchers who want to help inform 
and shape the practice and those in the class- rooms teaching, policymakers, and administrators. 
Therefore, it is incumbent on us as a community to seriously consider the state of our research 
practice, the challenges the community faces due to the lack of empirical evidence coming from 
our published studies, and how the community can have a broader discussion to evolve the field 
into a stronger practice. This short paper contains some foundational terminology and provides 
evidence of the lack of repli- cation, reproducibility, and meta-analytic studies in general and in 
computing education. A summary of potential solutions is also proposed that can be explored in 
an effort to help frame a larger discussion of this issue with the goal of considering next steps 
needed to mature our field.
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EU Data Protection Law: An Ally for Scientific 
Reproducibility? 2019 10.1145/3343031.3355511

This keynote will introduce some of the key concepts of European data protection law, and 
clarify how and why this is not equivalent with privacy law. Next, I will explain why and how EU 
data protection law could enhance the methodological integrity of machine learning 
applications, also in the domain of multimedia.The question is, first, how the General Data 
Protection Regulation (GDPR) applies to inferences captured from multimedia data. This raises a 
number of questions. Does it matter whether such data has been made public by the person it 
relates to? Does processing personal data always require consent? What counts as valid 
consent? What if the inferences are mere statistics? What does the prohibition of processing 
'sensitive data' (ethnicity, health) mean for multimedia analytics? This keynote will provide a 
crash course in the underlying 'logic' of the GDPR [3], with a focus on what is relevant for 
inferences based on multimedia content and metadata. I will uncover the purpose limitation 
principle as the guiding rationale of EU data protection law, protecting individuals against 
incorrect, unfair or unwarranted targeting.In the second part of the keynote I will explain how 
the purpose limitation principle relates to machine learning research design, requiring keen 
attention to specific aspects of methodological integrity [2]. These may concern p-hacking, data 
dredging, or cherry picking performance metrics, and connect with the reproducibility crisis in 
machine learning that is on the verge of destroying the reliability of ML applications [1].
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PoP-GS CT Jacobs
Improving the Reproducibility of LaTeX Documents by 
Enriching Figures with Embedded Scripts and Data 2019

The introduction of open access data policies by research councils, the enforcement of best 
practices, and the deployment of persistent online repositories have enabled datasets that 
support results in scientific papers to become more widely accessible. Unfortunately, despite 
this advancement in the curation/publishing workflow, the data-driven figures within a paper 
often remain difficult to reproduce. Plotting or analysis scripts rarely accompany the manuscript 
or any associated software release; and even if they do, it may be unclear exactly which version 
was used. Furthermore, the precise commands and parameters used to execute the scripts are 
often not included in a README file or in the paper itself. This paper introduces a new open 
source digital curation tool, Pynea, for improving the reproducibility of LaTeX documents. Each 
figure within a document is enriched by automatically embedding the plotting script and data 
files required to generate it, such that it can be regenerated by readers of the paper in the 
future. The command used to execute the plotting script is also added to the figure’s metadata, 
along with details of the specific version of the script used (if the script is tracked with the Git 
version control system). If the document is to be recompiled with a figure that has since 
changed, or had its plotting script or data files modified, the figure is regenerated such that the 
author can be confident that the latest version of the figure and its dependencies are included. 1

PoP-GS
DW Hubbard, AL 
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Quality control for scientific research: addressing 
reproducibility, responsiveness, and relevance 2019 10.1080/00031305.2018.1543138

Efforts to address a reproducibility crisis have generated several valid proposals for improving 
the quality of scientific research. We argue there is also need to address the separate but 
related issues of relevance and responsiveness. To address relevance, researchers must produce 
what decision makers actually need to inform investments and public policy—that is, the 
probability that a claim is true or the probability distribution of an effect size given the data. The 
term responsiveness refers to the irregularity and delay in which issues about the quality of 
research are brought to light. Instead of relying on the good fortune that some motivated 
researchers will periodically conduct efforts to reveal potential shortcomings of published 
research, we could establish a continuous quality-control process for scientific research itself. 
Quality metrics could be designed through the application of this statistical process control for 
the research enterprise. We argue that one quality control metric—the probability that a 
research hypothesis is true—is required to address at least relevance and may also be part of 
the solution for improving responsiveness and reproducibility. This article proposes a “straw 
man” solution which could be the basis of implementing these improvements. As part of this 
solution, we propose one way to “bootstrap” priors. The processes required for improving 
reproducibility and relevance can also be part of a comprehensive statistical quality control for 
science itself by making continuously monitored metrics about the scientific performance of a 
field of research.

p-Values; Process control; 
Relevance; Replication; 
Reproducibility 1

PoP-GS P Bhattacharjee
Standardizing computational research reproducibility-
Reproduce Object Framework (ROF) 2019

The repercussions of the computational "reproducibility crisis" have increased in severity with 
passing time. As research is becoming tightly coupled with large sets of data and software 
computation, the conventional way of repeating experiments and reproducing results by only 
reading the research text is not enough. Even when researchers share their computational 
models it does not tell the whole story, as many of the nuances of the research is still missed. 
To address these challenges, this thesis work proposes a standard for defining a computational 
model with its configuration and behavior called The Reproduce Object Framework (ROF). It 
takes a digital automation approach in proposing a solution for the reproducibility challenge. 
This work draws parallels from the information technology industry in understanding how some 
of the reproducibility issues can be overcome by creating a standard framework. Standardization 
will help automate most of the reproducing effort, be cost effective and not depend on any one 
platform.
The Reproduce Object Framework is a JavaScript Object Notation (JSON)-based lightweight
standard to define the computational model and its configuration, inputs, results, and 
environment, in order to reproduce the model. It is machine readable and also human readable 
so that it can be verified very easily by anyone. Rapid scientific advancement depends on sharing 
knowledge far and wide and giving anyone who's interested equal opportunity to access the 
knowledge. Therefore, an open source standard can bring all stakeholders to the same page, and 
can immensely help with combating the reproducibility crisis. 1 1 1
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Why so Many Published Sensitivity Analyses Are False: A 
Systematic Review of Sensitivity Analysis Practices 2019 10.1016/j.envsoft.2019.01.012

Sensitivity analysis provides information on the relative importance of model input parameters 
and assumptions. It is distinct from uncertainty analysis, which addresses the question ‘How 
uncertain is the prediction?’ Uncertainty analysis needs to map what a model does when 
selected input assumptions and parameters are left free to vary over their range of existence, 
and this is equally true of a sensitivity analysis. Despite this, many uncertainty and sensitivity 
analyses still explore the input space moving along one-dimensional corridors leaving space of 
the input factors mostly unexplored. Our extensive systematic literature review shows that many 
highly cited papers (42% in the present analysis) fail the elementary requirement to properly 
explore the space of the input factors. The results, while discipline-dependent, point to a 
worrying lack of standards and recognized good practices. We end by exploring possible reasons 
for this problem, and suggest some guidelines for proper use of the methods.
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PoP-GS L Scaria
A Framework To Evaluate Pipeline Reproducibility Across 
Operating Systems 2018 https://spectrum.library.concordia.ca/id/eprint/984061/

The lack of computational reproducibility threatens data science in several domains. In 
particular, it has been shown that different operating systems can lead to different analysis 
results. This study identifies and quantifies the effect of the operating system on neuroimaging 
analysis pipelines. We developed a framework to evaluate the reproducibility of these 
neuroimaging pipelines across operating systems. The framework themselves leverages 
software containerization and system-call interception to record results provenance without 
having to instrument the pipelines. A tool (Repro-tools) compares results obtained under 
different conditions. We used our framework to evaluate the effect of the operating system on 
results produced by pipelines from the Human Connectome Project (HCP), a large open-data 
initiative to study the human brain. In particular, we focused on pre-processing pipelines for 
anatomical and functional data, namely PreFreeSurfer, FreeSurfer, PostFreeSurfer, and 
fMRIVolume. We used data from five subjects released by the HCP. Results highlight substantial 
differences in the output of the HCP pipelines obtained in two versions of Linux (CentOS6 and 
CentOS7). Inter-OS differences corresponding to normalized root mean square errors of up to 
0.27 were observed, which corresponds to visually important differences. We provide 
visualizations of the most important differences for various pipeline steps. No meaningful inter-
run differences were observed, which shows that the inter-OS differences do not originate from 
the use of pseudo-random numbers or silent crashes of the pipelines. We hypothesize that the 
observed inter-OS differences come from numerical instabilities in the pipelines, triggered by 
rounding and truncation differences that originate in the update of mathematical libraries in 
different systems. An apparent solution to this issue is to freeze the execution environment 
using, for example, software containers. However, this would only mask instabilities while they 
should ultimately be corrected in the pipelines. 1

PoP-GS M Hutson Artificial intelligence faces reproducibility crisis 2018 10.1126/science.359.6377.725Unpublished code and sensitivity to training conditions make many claims hard to verify 1 1
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Building capacity to encourage research reproducibility 
and# MakeResearchTrue 2018

https://www.ncbi.nlm.nih.g
ov/pmc/articles/PMC576457
6/

Background: Research into study replication and reporting has led to wide concern about a 
reproducibility crisis. Reproducibility is coming to the attention of major grant funders, including 
the National Institutes of Health, which launched new grant application instructions regarding 
rigor and reproducibility in 2015.
Study Purpose: In this case study, the authors present one library’s work to help increase 
awareness of reproducibility and to build capacity for our institution to improve reproducibility of 
ongoing and future research.
Case Presentation: Library faculty partnered with campus research leaders to create a daylong 
conference on research reproducibility, followed by a post-conference day with workshops and 
an additional seminar. Attendees came from nearly all schools and colleges on campus, as well 
as from other institutions, nationally and internationally. Feedback on the conference was 
positive, leading to efforts to sustain the momentum achieved at the conference. New 
networking and educational opportunities are in development.
Discussion: Libraries are uniquely positioned to lead educational and capacity-building efforts on 
campus around research reproducibility. Costs are high and partnerships are required, but such 
efforts can lead to positive change institution-wide. 1
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Capitalisation of analysis processes: Enabling 
reproducibility, openness and adaptability thanks to 
narration 2018 10.1145/3170358.3170408

Analysis processes of learning traces, used to gain important peda- gogical insights, are yet to 
be easily shared and reused. They face what is commonly called a reproducibility crisis. From our 
obser- vations, we identify two important factors that may be the cause of this crisis: technical 
constraints due to runnable necessities, and context dependencies. Moreover, the meaning of 
the reproducibility itself is ambiguous and a source of misunderstanding. In this paper, we 
present an ontological framework dedicated to taking full advan- tage of already implemented 
educational analyses. This framework shifts the actual paradigm of analysis processes by 
representing them from a narrative point of view, instead of a technical one. This enables a 
formal description of analysis processes with high-level concepts. We show how this description 
is performed, and how it can help analysts. The goal is to empower both expert and non- expert 
analysis stakeholders with the possibility to be involved in the elaboration of analysis processes 
and their reuse in different contexts, by improving both human and machine understanding of 
these analyses. This possibility is known as the capitalisation of analysis processes of learning 
traces.
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Welzl… Computer-Aided Reproducibility 2018 https://ieeexplore.ieee.org/abstract/document/8390274/

Computer networks research has been notoriously bad at reproducibility – a key aspect of 
making research results credible and convincing. This has been attributed to a lack of incentive 
for researchers to share the data underlying scientific results. We conjecture that this can be 
helped by reducing the amount of work that is required to make results reproducible. This paper 
introduces CAR – a system for “Computer-Aided Reproducibility”. Similar to other forms of 
“Computer-Aided- *”, our CAR tool facilitates the process of sharing the necessary data by 
partially automating it. 1 1

ACM Xu H,Zhang N
Confidence Levels for Empirical Research Using Twitter 
Data 2018

10.1145/3183654.3183684 
/ Volltext nicht verfügbar

Concerns of a "reproducibility crisis" in scientific research have become increasingly prevalent. 
The field of meta science - the scientific study of science itself - is thriving and has examined the 
existence and prevalence of threats to reproducible and robust research in designed experiments 
or surveys. Nonetheless, largely missing are replication efforts devoted to examining empirical 
studies with "organic data" - e.g., data organically generated by ubiquitous sensors or mobile 
applications, twitter feeds, click streams, etc. Given the growing popularity of using Twitter as 
the source of research data in psychology, we must take proper care of the data handling 
process if Twitter as a data source is to be a robust, reliable, and reproducible endeavor into the 
future. Our research studies scholarly publications in psychology to establish the confidence (or 
the lack thereof) in their handling practices of Twitter data.
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Crisis, what crisis–does reproducibility in modeling 
&simulation really matter? 2018 https://ieeexplore.ieee.org/abstract/document/8632232/

How important it is to our discipline that we can reproduce the results of Modeling & Simulation 
(M&S) research? How important is it to be able to (re)use the models, data, and methods 
described in simulation publications to reproduce published results? Is it really that important or 
are the lessons and experiences described in a paper enough for us to build on the work of 
others? At the 2016 Winter Simulation Conference, a panel considered opinions on 
reproducibility in discrete-event simulation. This article builds on these and asks if there really is 
a reproducibility crisis in M&S? A diverse range of views on the subject are presented including 
reflections on the reproducibility in terms of the art and science of simulation, the frustrations of 
poor reproducibility, perspectives from the industrial production & logistics community, the 
wider context of open science and artefact sharing, and the role of provenance beyond 
reproducibility. 1 1 1 1 1



PoP-GS PM Nagarajan
Nondeterminism as a reproducibility challenge for deep 
reinforcement learning 2018 https://repositories.lib.utexas.edu/handle/2152/69244

In recent years, deep neural networks have powered many successes in deep reinforcement 
learning (DRL) and artificial intelligence by serving as effective function approximators in high-
dimensional domains. However, there are several difficulties in reproducing such successes. 
These difficulties have risen due to several factors, including researchers’ limited access to 
compute power and a general lack of knowledge of implementation details that are critical for 
reproducing results successfully. However, nondeterminism is a reproducibility challenge that is 
perhaps less emphasized despite being particularly relevant in DRL. DRL algorithms tend to have 
high variance, in no small part due to the fact that agents must learn from a nonstationary 
training distribution in the presence of additional sources of randomness that are absent from 
other machine learning paradigms. The high variance of DRL algorithms, combined with the low 
sample sizes used in research, makes it difficult to match reported results. As such, the ability to 
control for sources of nondeterminism is especially important for achieving reproducibility in 
DRL. If we are to maximize progress in DRL, we need research to be reproducible and verifiable, 
ensuring the validity of our claims. Reproducibility is a necessary prerequisite for improving upon 
or comparing algorithms, both of which are done frequently in DRL research.
In this thesis, we take steps towards studying the impact of nondeterminism on two important 
pillars of DRL research: the reproducibility of results and the statistical comparison of 
algorithms. We do so by (1) enabling deterministic training in DRL by identifying and controlling 
for all sources of nondeterminism present during training, (2) performing a sensitivity analysis 
that shows how these sources of nondeterminism can impact a DRL agent’s performance and 
policy, and (3) showing how nondeterminism negatively impacts algorithm comparison in DRL 
and describing how deterministic training can mitigate this negative impact. We find that 
individual sources of nondeterminism such as the random network initialization can affect an 
agent’s performance substantially. We also find that the current sample sizes used in DRL may 
not satisfactorily capture differences in performance between two algorithms. Lastly, we make 
available our deterministic implementation of deep Q-learning. 1 1
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Openness and reproducibility: Insights from a model-
centric approach 2018 https://arxiv.org/abs/1811.04525

This paper investigates the conceptual relationship between openness and reproducibility using 
a model-centric approach, heavily informed by probability theory and statistics. We first clarify 
the concepts of reliability, auditability, replicability, and reproducibility–each of which denotes a 
potential scientific objective. Then we advance a conceptual analysis to delineate the 
relationship between open scientific practices and these objectives. Using the notion of an 
idealized experiment, we identify which components of an experiment need to be reported and 
which need to be repeated to achieve the relevant objective. The model-centric framework we 
propose aims to contribute precision and clarity to the discussions surrounding the so-called 
reproducibility crisis.
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Predicting computational reproducibility of data analysis 
pipelines in large population studies using collaborative 
filtering 2018 https://ieeexplore.ieee.org/abstract/document/8622095/

Evaluating the computational reproducibility of data analysis pipelines has become a critical 
issue. It is, however, a cumbersome process for analyses that involve data from large 
populations of subjects, due to their computational and storage requirements. We present a 
method to predict the computational reproducibility of data analysis pipelines in large 
population studies. We formulate the problem as a collaborative filtering process, with 
constraints on the construction of the training set. We propose 6 different strategies to build the 
training set, which we evaluate on 2 datasets, a synthetic one modeling a population with a 
growing number of subject types, and a real one obtained with neuroinformatics pipelines. 
Results show that one sampling method, “Random File Numbers (Uniform)” is able to predict 
computational reproducibility with a good accuracy. We also analyze the relevance of including 
file and subject biases in the collaborative filtering model. We conclude that the proposed 
method is able to speed-up reproducibility evaluations substantially, with a reduced accuracy 
loss. 1
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Quantifying the reproducibility of scientometric analyses: 
a case study 2018 https://scholarlypublications.universiteitleiden.nl/handle/1887/65242

Thus, the main aim of this study is to quantify the reproducibility of a sample of scientometric 
studies by examining the availability of different artifacts. To do this, an empirical evaluation of 
a set of 285 articles published in the journal Scientometrics in 2017 was carried out. This 
provides us with a good perspective on the degree of reproducibility in the field of 
scientometrics. 1

PoP-GS M Crane
Questionable answers in question answering research: 
Reproducibility and variability of published results 2018 10.1162/tacl_a_00018

“Based on theoretical reasoning it has been suggested that the reliability of findings published in 
the scientific literature decreases with the popularity of a research field” (Pfeiffer and 
Hoffmann, 2009). As we know, deep learning is very popular and the ability to reproduce results 
is an important part of science. There is growing concern within the deep learning community 
about the reproducibility of results that are presented. In this paper we present a number of 
controllable, yet unreported, effects that can substantially change the effectiveness of a sample 
model, and thusly the reproducibility of those results. Through these environmental effects we 
show that the commonly held belief that distribution of source code is all that is needed for 
reproducibility is not enough. Source code without a reproducible environment does not mean 
anything at all. In addition the range of results produced from these effects can be larger than 
the majority of incremental improvement reported. 1 1
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Kummerfeld… Reproducibility failures are essential to scientific inquiry 2018 10.1073/pnas.1806370115

Current fears of a “reproducibility crisis” have led researchers, sources of scientific funding, and 
the public to question both the efficacy and trustworthiness of science (1, 2). Suggested policy 
changes have been focused on statistical problems, such as p-hacking, and issues of 
experimental design and execution (3, 4). However, “reproducibility” is a broad concept that 
includes a number of issues (5) (see also www.pnas.org/improving_reproducibility). 
Furthermore, reproducibility failures occur even in fields such as mathematics or computer 
science that do not have statistical problems or issues with experimental design. Most 
importantly, these proposed policy changes ignore a core feature of the process of scientific 
inquiry that occurs after reproducibility failures: the integration of conflicting observations and 
ideas into a coherent theory. 1



PoP-GS P Ivie, D Thain Reproducibility in scientific computing 2018 10.1145/3186266

Reproducibility is widely considered to be an essential requirement of the scientific process. 
However, a number of serious concerns have been raised recently, questioning whether today’s 
computational work is adequately reproducible. In principle, it should be possible to specify a 
computation to sufficient detail that anyone should be able to reproduce it exactly. But in 
practice, there are fundamental, technical, and social barriers to doing so. The many objectives 
and meanings of reproducibility are discussed within the context of scientific computing. 
Technical barriers to reproducibility are described, extant approaches surveyed, and open areas 
of research are identified.
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Reproducibility study of a PDEVS model application to fire 
spreading 2018 10.5555/3275382.3275411

The results of a scientific experiment have to be reproduced to be valid. The scientific method is 
well known in experimental sciences but it is not always the case for computer scientists. 
Recent publications and studies has shown that there is a significant reproducibility crisis in 
Biology and Medicine. This problem has also been demonstrated for hundreds of publications in 
computer science where only a limited set of publication results could be reproduced. In this 
paper we present the reproducibility challenge and we examine the reproducibility of a Parallel 
Discrete Event System Specification (PDEVS) model with two different execution frameworks.

simulation, fire-spreading, 
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PoP-GS S Leonelli Rethinking reproducibility as a criterion for research quality 2018 10.1108/S0743-41542018000036B009

A heated debate surrounds the significance of reproducibility as an indicator for research quality 
and reliability, with many commentators linking a “crisis of reproducibility” to the rise of 
fraudulent, careless, and unreliable practices of knowledge production. Through the analysis of 
discourse and practices across research fields, I point out that reproducibility is not only 
interpreted in different ways, but also serves a variety of epistemic functions depending on the 
research at hand. Given such variation, I argue that the uncritical pursuit of reproducibility as an 
overarching epistemic value is misleading and potentially damaging to scientific advancement. 
Requirements for reproducibility, however they are interpreted, are one of many available 
means to secure reliable research outcomes. Furthermore, there are cases where the focus on 
enhancing reproducibility turns out not to foster high-quality research. Scientific communities 
and Open Science advocates should learn from inferential reasoning from irreproducible data, 
and promote incentives for all researchers to explicitly and publicly discuss (1) their 
methodological commitments, (2) the ways in which they learn from mistakes and problems in 
everyday practice, and (3) the strategies they use to choose which research components of any 
project need to be preserved in the long term, and how.
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ACM Nadin M Rethinking the Experiment: Necessary (R)Evolution 2018 10.1007/s00146-017-0705-8

The current assumptions of knowledge acquisition brought about the crisis in the reproducibility 
of experiments. A complementary perspective should account for the specific causality 
characteristic of life by integrating past, present, and future. A "second Cartesian revolution," 
informed by and in awareness of anticipatory processes, should result in scientific methods that 
transcend the theology of determinism and reductionism. In our days, science, itself an 
expression of anticipatory activity, makes possible alternative understandings of reality and its 
dynamics. For this purpose, the study advances G-complexity for defining and comparing 
decidable and undecidable knowledge. AI and related computational expressions of knowledge 
could benefit from the awareness of what distinguishes the dynamics of life from any other 
expressions of change.
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Scientific Visualization and Reproducibility for" Open" 
Environmental Science 2018 https://ieeexplore.ieee.org/abstract/document/8622039/

… In this section we first distinguish replication from reproducibility and establish why 
reproducibility for studies of complex systems is an oxymoron since each complex system is 
unique … 1 1

ACM

Wilkinson 
D,Oliveira 
L,Mossé 
D,Childers B

Software Provenance: Track the Reality Not the Virtual 
Machine 2018 10.1145/3214239.3214244

The growing use of computers and massive storage by individuals is driving interest in digital 
preservation. The scientific method demands accountability through digital reproducibility, 
adding another strong motivation for preservation. However, data alone can become obsolete if 
the interactivity of software required to interpret the data is lost. Virtual machines (VMs) may 
preserve interactivity however do so at the cost of obscuring the nature of what lies within. 
Occam, instead, builds VMs on-the-fly while storing and distributing well-described software 
packages. Thus, the system can track the exact components inside VMs without storing the 
machines themselves, allowing software to be repeatably built and executed. For Occam to 
recreate VMs, it needs to know exactly what software was used within. Through this tracking, 
such software can even be modified and rebuilt. Occam keeps track of all such components in 
manifests, allowing anybody to know exactly what is in each VM, and the origins of each 
component. 1 1

ACM

Oliveira 
L,Wilkinson 
D,Mossé 
D,Childers B Supporting Long-Term Reproducible Software Execution 2018 10.1145/3214239.3214245

A recent widespread realization that software experiments are not as easily replicated as once 
believed brought software execution preservation to the science spotlight. As a result, scientists, 
institutions, and funding agencies have recently been pushing for the development of 
methodologies and tools that preserve software artifacts. Despite current efforts, long term 
reproducibility still eludes us. In this paper, we present the requirements for software execution 
preservation and discuss how to improve long-term reproducibility in science. In particular, we 
discuss the reasons why preserving binaries and pre-built execution environments is not enough 
and why preserving the ability to replicate results is not the same as preserving software for 
reproducible science. Finally, we show how these requirements are supported by Occam, an 
open curation framework that fully preserves software and its dependencies from source to 
execution, promoting transparency, longevity, and re-use. Specifically, Occam provides the ability 
to automatically deploy workflows in a fully-functional environment that is able to not only run 
them, but make them easily replicable. 1 1
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The Role of data stewardship in Software Sustainability 
and Reproducibility 2018

Software and computational tools are instrumental for scientific investigation in today’s 
digitized research environment. Despite this crucial role, the path towards implementing best 
practices to achieve reproducibility and sustainability of research software is challenging. Delft 
University of Technology has begun recently a novel initiative of data stewardship — disciplinary 
support for research data management, one of the main aims of which is achieving 
reproducibility of scientific results in general. In this paper, we aim to explore the potential of 
data stewardship for supporting software reproducibility and sustainability as well. Recently, we 
gathered the key stakeholders of the topic (i.e. researchers, research software engineers, and 
data stewards) in a workshop setting to understand the challenges and barriers, the support 
required to achieve software sustainability and reproducibility, and how all the three parties can 
efficiently work together. Based on the insights from the workshop, as well as our professional 
experience as data stewards, we draw conclusions on possible ways forward to achieve the 
important goal of software reproducibility and sustainability coordinated efforts of the key 
stakeholders.
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The Story of an experiment: a provenance-based semantic 
approach towards research reproducibility 2018 https://ceur-ws.org/Vol-2275/paper2.pdf

End-to-end reproducibility of scientific experiments is a key to the foundation of science. 
Reproducibility of an experiment does not necessarily guarantee the accuracy of its results, but it 
guarantees that the steps of an experiment can be repeated to a certain level of significance to 
generate similar results. Data provenance plays a key role in telling the story of an experiment 
which helps one step towards reproducibility. To convey the message of a story, it is essential to 
provide sufficient data and its flow along with its semantics. In this paper, we present a 
provenance-based semantic approach to explain the story of a scientific experiment with the 
primary goal of reproducibility. The REPRODUCE-ME ontology extended from PROV-O and P-Plan 
is used to represent the whole story of an experiment describing the path it took from its design 
to result. We visualize and evaluate the provenance life- cycle of a scientific experiment taking 
into account the use case of life science experiments.
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Three dimensions of reproducibility in natural language 
processing 2018

Despite considerable recent attention to problems with reproducibility of scientific research, 
there is a striking lack of agreement about the definition of the term. That is a problem, because 
the lack of a consensus definition makes it difficult to compare studies of reproducibility, and 
thus to have even a broad overview of the state of the issue in natural language processing. This 
paper proposes an ontology of reproducibility in that field. Its goal is to enhance both future 
research and communication about the topic, and retrospective meta-analyses. We show that 
three dimensions of reproducibility, corresponding to three kinds of claims in natural language 
processing papers, can account for a variety of types of research reports. These dimensions are 
reproducibility of a conclusion, of a finding, and of a value. Three biomedical natural language 
processing papers by the authors of this paper are analyzed with respect to these dimensions.
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Towards computational reproducibility: researcher 
perspectives on the use and sharing of software 2018

Research software, which includes both source code and executables used as part of the 
research process, presents a significant challenge for efforts aimed at ensuring reproducibility. 
In order to inform such efforts, we conducted a survey to better understand the characteristics of 
research software as well as how it is created, used, and shared by researchers. Based on the 
responses of 215 participants, representing a range of research disciplines, we found that 
researchers create, use, and share software in a wide variety of forms for a wide variety of 
purposes, including data collection, data analysis, data visualization, data cleaning and 
organization, and automation. More participants indicated that they use open source software 
than commercial software. While a relatively small number of programming languages (e.g., 
Python, R, JavaScript, C++, MATLAB) are used by a large number, there is a long tail of languages 
used by relatively few. Between-group comparisons revealed that significantly more participants 
from computer science write source code and create executables than participants from other 
disciplines. Differences between researchers from computer science and other disciplines 
related to the knowledge of best practices of software creation and sharing were not 
statistically significant. While many participants indicated that they draw a distinction between 
the sharing and preservation of software, related practices and perceptions were often not 
aligned with those of the broader scholarly communications community. 1 1 1 1

PoP-GS X Wu, SN Rai
A Systematic Approach to Increase Reproducibility in 
Simulation Studies 2017

https://www.researchgate.n
et/profile/Xiaoyong-Wu-
6/publication/320761023_A
_Systematic_Approach_to_I
ncrease_Reproducibility_in_
Simulation_Studies/links/5a
f97cd4aca2720af9ef28f6/A-
Systematic-Approach-to-
Increase-Reproducibility-in-
Simulation-Studies.pdf

Reproducibility of results in simulation studies plays a key role in statistical science. Although P-
value occupies a prominent place for determining statistical significance in replicate studies, 
there is always possibility of extra variability across samples leading to irreproducible results. 
Recently, Halsey, et al. [1] raised issues regarding the reproducibility in the P-value. In this 
paper, we propose a theoretical basis to identify and adjust for extra variability in simulation 
studies. Our simulation results show gain (increase in power and reduction in significance level). 
Although the gain is observed for simulation settings with small sample sizes and less variability 
but it is bigger in simulations with large samples sizes and high variability. We also discuss the 
limitations of this ‘out of box’ solution to increase reproducibility.
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Advancing Open Science with Version Control and 
Blockchains 2017 https://dl.acm.org/doi/10.5555/3105494.3105498

The scientific community is facing a crisis of reproducibility: confidence in scientific results is 
damaged by concerns regarding the integrity of experimental data and the analyses applied to 
that data. Experimental integrity can be compromised inadvertently when researchers overlook 
some important component of their experimental procedure, or intentionally by researchers or 
malicious third-parties who are biased towards ensuring a specific outcome of an experiment. 
The scientific community has pushed for "open science" to add transparency to the experimental 
process, asking researchers to publicly register their data sets and experimental procedures. We 
argue that the software engineering community can leverage its expertise in tracking 
traceability and provenance of source code and its related artifacts to simplify data 
management for scientists. Moreover, by leveraging smart contract and blockchain technologies, 
we believe that it is possible for such a system to guarantee end-to-end integrity of scientific 
data and results while supporting collaborative research. 1 1
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Conquaire: Towards an architecture supporting continuous 
quality control to ensure reproducibility of research 2017 http://mirror.dlib.org/dlib/january17/ayer/01ayer.html

Analytical reproducibility in scientific research has become a keenly discussed topic within 
scientific research organizations and acknowledged as an important and fundamental goal to 
strive for. Recently published scientific studies have found that irreproducibility is widely 
prevalent within the research community, even after releasing data openly. At Bielefeld 
University, nine research project groups from varied disciplines have embarked on a 
"reproducibility" journey by collaborating on the Conquaire project as case study partners. This 
paper introduces the Conquaire project. In particular, we describe the goals and objectives of the 
project as well as the underlying system architecture which relies on a DCVS system for storing 
data, and on continuous integration principles to foster data quality. We describe a first 
prototype implementation of the system and discuss a running example which illustrates the 
functionality and behaviour of the system.
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M,Fernndez 
M,Chirigati F HESML 2017 10.1016/j.is.2017.02.002

This work is a detailed companion reproducibility paper of the methods and experiments 
proposed in three previous works by Lastra-Daz and Garca-Serrano, which introduce a set of 
reproducible experiments on word similarity based on HESML and ReproZip with the aim of 
exactly reproducing the experimental surveys in the aforementioned works.This work introduces 
a new representation model for taxonomies called PosetHERep, and a Java software library 
called Half-Edge Semantic Measures Library (HESML) based on it, which implements most 
ontology-based semantic similarity measures and Information Content (IC) models based on 
WordNet reported in the literature.PosetHERep proposes a memory-efficient representation for 
taxonomies which linearly scales with the size of the taxonomy and provides an efficient 
implementation of a large set of topological queries and graph-based algorithms, which is an 
adaptation of the half-edge data structure commonly used to represent discrete manifolds and 
planar graphs in computational geometry.This work also introduces a replication framework and 
dataset, called WNSimRep v1, which is provided as supplementary material and whose aim is to 
assist the exact replication of most similarity measures and IC models reported in the 
literature.Finally, this work introduces an experimental survey on the performance and 
scalability of the most recent state-of-the-art semantic measures libraries. This latter 
experimental survey confirms the statistically significant outperformance of HESML on the state-
of-the-art libraries in terms of performance and scalability, as well as the possibility to improve 
significantly the performance and scalability of the semantic measures libraries without caching 
using PosetHERep. This work is a detailed companion reproducibility paper of the methods and 
experiments proposed by Lastra-Daz and Garca-Serrano in (2015, 2016) [5658], which introduces 
the following contributions: (1) a new and efficient representation model for taxonomies, called 
PosetHERep, which is an adaptation of the half-edge data structure commonly used to represent 
discrete manifolds and planar graphs; (2) a new Java software library called the Half-Edge 
Semantic Measures Library (HESML) based on PosetHERep, which implements most ontology-
based semantic similarity measures and Information Content (IC) models reported in the 
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ACM Kazman R Musings on the Holy Grail of Reproducibility 2017

https://dl.acm.org/doi/10.5
555/3101282.3101288 / 
Panel-Ankündigung

Disciplines as diverse as psychology, physics, marketing, and medicine have, for the past few 
years, been going through a soul-searching over the "reproducibility crisis". According to a recent 
survey in Nature, over 70% of researchers have failed in reproducing another scientist's results 
and more than half have failed in trying to reproduce their own results. But replication of 
scientific results is the heart of the scientific method; without this cornerstone we do not have 
science, we have faith and mysticism. Note, however, that reproducibility comes at a steep cost: 
more rigor, more scrutiny, and tightened controls on what is considered a publishable result will 
doubtless burden scientists and slow the pace of innovation. In this talk I will discuss the roots of 
replication problems---replication bias, null aversion, and incentive structures for researchers---
and their implications on reproducibility for the field of software engineering. Finally, I will 
present a few ideas on how we can think about improving the state of our discipline.
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Open Science: Approaches and Benefits for Modeling & 
Simulation 2017 https://dl.acm.org/doi/10.5555/3242181.3242220

Open Science is the practice of making scientific research accessible to all. It promotes open 
access to the artefacts of research, the software, data, results and the scientific articles in which 
they appear, so that others can validate, use and collaborate. Open Science is also being 
mandated by many funding bodies. The concept of Open Science is new to many Modelling & 
Simulation (M&S) researchers. To introduce Open Science to our field, this paper unpacks Open 
Science to understand some of its approaches and benefits. Good practice in the reporting of 
simulation studies is discussed and the Strengthening the Reporting of Empirical Simulation 
Studies (STRESS) standardized checklist approach is presented. A case study shows how Digital 
Object Identifiers, Researcher Registries, Open Access Data Repositories and Scientific 
Gateways can support Open Science practices for M&S research. The article concludes with a set 
of guidelines for adopting Open Science for M&S. 1 1
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The simulation reproducibility crisis. Can reporting 
guidelines help? 2017 https://www.theorsociety.com/media/3798/sw18-proceedings-compressed-1-_19032018112506.pdf#page=217

Modern computational science is gripped by a reproducibility crisis. This means that the benefits 
of computational research are hard if not impossible to realise. The field of computer simulation 
is not immune to this crisis. The complexity of simulation models leads to difficulties in 
reporting the internal logic and data to an extent where it is often difficult to reproduce the 
model and its results. We describe the reproducibility crisis and introduce the Strengthening The 
Reporting of Empirical Simulation Studies (STRESS) guidelines; a standardised checklist 
approach to improve the reporting of discrete-event simulation, system dynamics and agent-
based simulation models. We argue that STRESS provides a partial solution to the reproducibility 
crisis in computer simulation. Simulation; Reporting; Reproducibility; DES; SD; ABS 1
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How modeling standards, software, and initiatives support 
reproducibility in systems biology and systems medicine 2016 https://ieeexplore.ieee.org/abstract/document/7484267/

Objective: Only reproducible results are of significance to science. The lack of suitable standards 
and appropriate support of standards in software tools has led to numerous publications with 
irreproducible results. Our objectives are to identify the key challenges of reproducible research 
and to highlight existing solutions. Results: In this paper, we summarize problems concerning 
reproducibility in systems biology and systems medicine. We focus on initiatives, standards, and 
software tools that aim to improve the reproducibility of simulation studies. Conclusions: The 
long-term success of systems biology and systems medicine depends on trustworthy models and 
simulations. This requires openness to ensure reusability and transparency to enable 
reproducibility of results in these fields. 1 1 1 1
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Increasing Reproducibility in IR: Findings from the 
Dagstuhl Seminar on "Reproducibility of Data-Oriented 
Experiments in e-Science" 2016 10.1145/2964797.2964808

The Dagstuhl Seminar on "Reproducibility of Data-Oriented Experiments in e-Science", held on 
24-29 January 2016, focused on the core issues and approaches to reproducibility of experiments 
from a multidisciplinary point of view, sharing the experience coming from several fields of 
computer science.In this paper, we discuss, summarize, and adapt the main findings of the 
seminar to the context of IR evaluation -- both system-oriented and user-oriented -- in order to 
raise awareness in our community and stimulate the fields towards and increased 
reproducibility of our experiments. 1 1 1 1 1

PoP-GS M Baker Reproducibility: Seek out stronger science 2016 https://www.nature.com/articles/nj7622-703a
… “Scientists learn skills better when they are taught in a domain-specific way than when you 
shuttle them off to math and computer science departments,” says Ethan White, an ecologist … 1 1

ACM de Waard A
Research Data Management at Elsevier: Supporting 
Networks of Data and Workflows 2016 10.3233/ISU-160805

Sharing research data has the potential to make research more reproducible and efficient. 
Scientific research is a complex process and it is crucial that at the different stages of this 
process, researchers handle data in a way that will allow sharing and reuse. In this paper, we 
present a framework for the different steps involved in managing research data: a hierarchy of 
research data needs, and describe some of our own ongoing efforts to support these 
needs.Creating a good data ecosystem that supports each of these data needs requires 
collaboration between all parties that are involved in the generation, storage, retrieval and use 
of data: researchers, librarians, institutions, government offices, funders, and also publishers. 
We are actively collaborating with many other participants in the research data field, to develop 
a data ecosystem that enables data to be more useful, and reusable, throughout science and the 
humanities.
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PoP-GS J Klinginsmith Reproducibility in Scientific Computing

… Hutson [8] discussed the reproducibility crisis in artificial … AI is dealing with issues in 
reproducibility. He mentions one of … to do complex computer science experimentation in areas 
… 1 1 1



CIT Kjensmo, Sigbjørn Research method in AI: Reproducibility of results

Reproducibility of published computational research has seen increased interest the last twenty years. 
Regardless of academic field and the impact-factor of journals, studies of reproducibility of 
computational research have found low rates of reproducibility. Common issues relate to the availability 
of source code and data, even when original authors attempt to reproduce their own published 
research.
In this thesis, we investigate the state of reproducibility in artificial intelli- gence research. The objective 
is not to reproduce experiments, but to investigate and quantify the state of reproducibility in artificial 
intelligence research. Two hy- potheses were investigated: 1) Documentation of AI research is not 
good enough to reproduce results, and 2) Documentation practices have improved in recent years. 
400 research papers from two instalments of two top AI conference series, IJCAI and AAAI, have been 
surveyed to investigate the hypotheses. The results of our survey support the first hypothesis, but not 
the second. While common usage of public datasets is widespread, sharing of code is lagging behind. 
Facilitating sharing of source code, and data without disrupting the peer review process are necessary 
to improve the situation.
The contribution efforts of the research in this thesis are: (i) a survey design for evaluating 
documentation of published papers, (ii) an evaluation of two leading AI conference series, and (iii) 
suggested incentives to facilitate the reproducibility of AI research. Ergänzt 1 1

PoP-GS GW Sileshi
Analytic transparency is key for reproducibility of agricultural 
research 2023 10.1186/s43170-023-00144-8

There are growing concerns over the failure of attempts to confirm findings from past studies in various 
disciplines, and this problem is now known as the “reproducibility crisis” or “replication crisis”. In the 
agricultural sciences, this problem has remained unappreciated, underreported and there are 
deficiencies in efforts to tackle it. According to a recent analysis, it is difficult to reproduce on-farm 
experiments due to the lack of research transparency. Non-reproducible research does not only waste 
resources, but it can also slow down scientific progress and undermine public trust. In this commentary, 
my aim is to draw attention to the evolving concepts and terminology used in characterizing 
reproducibility and the common reasons for non-reproducibility of past research. I argue that analytic 
transparency is not only key for reproducibility of research but it can facilitate systematic reviews, meta-
analyses and evidence mapping to guide formulation of evidence-based policies and practices.
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10 years of reproducibility in biomedical research: how can we 
achieve generalizability and fairness? 2023

10 years ago, a series of publications pointed to the difficulty of reproducing scientific findings. This 
reproducibility crisis was a wake-up call for scientific communities to rethink how we practice and 
communicate research, and an important driver towards greater transparency and robust results. Ever 
since, biomedical imaging undertook various efforts to overcome reproducibility issues: From increasing 
sample sizes for higher statistical power, to data sharing and increased collaborations to acquire such 
samples, and promoting detailed reporting practices and code sharing to ease computational 
reproducibility. But where are we standing with respect to reproducible biomedical imaging now? We 
discuss recent advances and open questions, and focus on how the conversation has moved beyond 
efforts to reduce false positive findings to broader questions of generalizability and fairness. How does 
a finding observed in a given group apply to the population at large? How does a finding obtained with 
one analysis vary when computed using another tool? How does a finding observed in a given group 
apply to subgroups of that population, in particular to less represented subgroups? How can open 
science help with the complex questions of building fair algorithms and fairness in who participates in 
the process of science?
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An implementation framework to improve the transparency 
and reproducibility of computational models of infectious 
diseases 2023

Computational models of infectious diseases have become valuable tools for research and the public 
health response against epidemic threats. The reproducibility of computational models has been 
limited, undermining the scientific process and possibly trust in modeling results and related response 
strategies, such as vaccination. We translated published reproducibility guidelines from a wide range of 
scientific disciplines into an implementation framework for improving reproducibility of infectious disease 
computational models. The framework comprises 22 elements that should be described, grouped into 
6 categories: computational environment, analytical software, model description, model 
implementation, data, and experimental protocol. The framework can be used by scientific communities 
to develop actionable tools for sharing computational models in a reproducible way.
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Reproducibility and Scientific Integrity of Big Data Research in 
Urban Public Health and Digital Epidemiology: A Call to Action 2023 10.3390/ijerph20021473

The emergence of big data science presents a unique opportunity to improve public-health research 
practices. Because working with big data is inherently complex, big data research must be clear and 
transparent to avoid reproducibility issues and positively impact population health. Timely 
implementation of solution-focused approaches is critical as new data sources and methods take root 
in public-health research, including urban public health and digital epidemiology. This commentary 
highlights methodological and analytic approaches that can reduce research waste and improve the 
reproducibility and replicability of big data research in public health. The recommendations described in 
this commentary, including a focus on practices, publication norms, and education, are neither 
exhaustive nor unique to big data, but, nonetheless, implementing them can broadly improve public-
health research. Clearly defined and openly shared guidelines will not only improve the quality of 
current research practices but also initiate change at multiple levels: the individual level, the 
institutional level, and the international level.
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PoP-GS K TSIMA The reproducibility issues that haunt health-care AI 2023
… faces a reproducibility crisis, says Sayash Kapoor, a PhD candidate in computer science at … of 
computational prediction, Kapoor discovered reproducibility failures and pitfalls in 329 …
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Research Data Management Commitment Drivers: An Analysis 
of Practices, Training, Policies, Infrastructure, and Motivation 
in Global Agricultural Science 2022 10.1145/3555213

Scientists largely acknowledge the value of research data management (RDM) to enable reproducibility 
and reuse. But, RDM practices are not sufficiently rewarded within the traditional academic reputation 
economy. Recent work showed that emerging RDM tools can offer new incentives and rewards. But, 
the design of such platforms and scientists' commitment to RDM is contingent on additional factors, 
including policies, training, and several types of personal motivation. To date, studies focused on 
investigating single or few of those RDM components within a given environment. In contrast, we 
conducted three studies within a global agricultural science organization, to provide a more complete 
account of RDM commitment drivers: one survey study (n = 23) and two qualitative explorations of 
regulatory frameworks (n = 17), as well as motivation, infrastructure, and training components (n = 13). 
Based on the sum of findings, we contribute to the triangulation of a recent RDM commitment evolution 
model. In particular, we find that strong support and suitable tools help develop RDM commitment, 
while policy conflicts, unclear data standards, and multi-platform sharing, lead to unexpected 
negotiation processes. We expect that these findings will help to better understand RDM commitment 
drivers, refine the RDM commitment evolution model, and benefit its application in science.
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Model integration in computational biology: the role of 
reproducibility, credibility and utility 2022

During the COVID-19 pandemic, mathematical modeling of disease transmission has become a 
cornerstone of key state decisions. To advance the state-of-the-art host viral modeling to handle future 
pandemics, many scientists working on related issues assembled to discuss the topics. These 
discussions exposed the reproducibility crisis that leads to inability to reuse and integrate models. This 
document summarizes these discussions, presents difficulties, and mentions existing efforts towards 
future solutions that will allow future model utility and integration. We argue that without addressing 
these challenges, scientists will have diminished ability to build, disseminate, and implement high-
impact multi-scale modeling that is needed to understand the health crises we face.
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N Karathanasis, D 
Hwang, V Heng… Reproducibility efforts as a teaching tool: A pilot study 2022

The “replication crisis” is a methodological problem in which many scientific research findings have 
been difficult or impossible to replicate. Because the reproducibility of empirical results is an essential 
aspect of the scientific method, such failures endanger the credibility of theories based on them and 
possibly significant portions of scientific knowledge. An instance of the replication crisis, analytic 
replication, pertains to reproducing published results through computational reanalysis of the authors’ 
original data. However, direct replications are costly, time-consuming, and unrewarded in today’s 
publishing standards. We propose that bioinformatics and computational biology students replicate 
recent discoveries as part of their curriculum. Considering the above, we performed a pilot study in one 
of the graduate-level courses we developed and taught at our University. The course is entitled Intro to 
R Programming and is meant for students in our Master’s and PhD programs who have little to no 
programming skills. As the course emphasized real-world data analysis, we thought it would be an 
appropriate setting to carry out this study. The primary objective was to expose the students to real 
biological data analysis problems. These include locating and downloading the needed datasets, 
understanding any underlying conventions and annotations, understanding the analytical methods, 
and regenerating multiple graphs from their assigned article. The secondary goal was to determine 
whether the assigned articles contained sufficient information for a graduate-level student to replicate 
its figures. Overall, the students successfully reproduced 39% of the figures. The main obstacles were 
the need for more advanced programming skills and the incomplete documentation of the applied 
methods. Students were engaged, enthusiastic, and focused throughout the semester. We believe 
that this teaching approach will allow students to make fundamental scientific contributions under 
appropriate supervision. It will teach them about the scientific process, the importance of reporting 
standards, and the importance of openness.
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A workflow reproducibility scale for automatic validation of 
biological interpretation results 2022 10.1101/2022.10.11.511695.abstract

Background: Reproducibility of data analysis workflow is a key issue in the field of bioinformatics. 
Recent computing technologies, such as virtualization, have made it possible to reproduce workflow 
execution with ease. However, the reproducibility of results is not well discussed; that is, there is no 
standard way to verify whether the biological interpretation of reproduced results are the same. 
Therefore, it still remains a challenge to automatically evaluate the reproducibility of results.
Results: We propose a new metric, a reproducibility scale of workflow execution results, to evaluate the 
reproducibility of results. This metric is based on the idea of evaluating the reproducibility of results 
using biological feature values (e.g., number of reads, mapping rate, and variant frequency) 
representing their biological interpretation. We also implemented a prototype system that automatically 
evaluates the reproducibility of results using the proposed metric. To demonstrate our approach, we 
conducted an experiment using workflows used by researchers in real research projects and the use 
cases that are frequently encountered in the field of bioinformatics.
Conclusions: Our approach enables automatic evaluation of the reproducibility of results using a fine-
grained scale. By introducing our approach, it is possible to evolve from a binary view of whether the 
results are superficially identical or not to a more graduated view. We believe that our approach will 
contribute to more informed discussion on reproducibility in bioinformatics. Biology 1 1

PoP-GS G Chure
Be Prospective, Not Retrospective: A Philosophy for 
Advancing Reproducibility in Modern Biological Research 2022

The ubiquity of computation in modern scientific research inflicts new challenges for reproducibility. 
While most journals now require code and data be made available, the standards for organization, 
annotation, and validation remain lax, making the data and code often difficult to decipher or 
practically use. I believe that this is due to the documentation, collation, and validation of code and 
data only being done in retrospect. In this essay, I reflect on my experience contending with these 
challenges and present a philosophy for prioritizing reproducibility in modern biological research where 
balancing computational analysis and wet-lab experiments is commonplace. Modern tools used in 
scientific workflows (such as GitHub repositories) lend themselves well to this philosophy where 
reproducibility begins at project inception, not completion. To that end, I present and provide a 
programming-language agnostic template architecture that can be immediately copied and made 
bespoke to your next paper, whether your lab work is wet, dry, or somewhere in between. Biology 1 1 1 1
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Testing the reproducibility and robustness of the cancer 
biology literature by robot 2022 10.1098/rsif.2021.0821

Scientific results should not just be ‘repeatable’ (replicable in the same laboratory under identical 
conditions), but also ‘reproducible’ (replicable in other laboratories under similar conditions). Results 
should also, if possible, be ‘robust’ (replicable under a wide range of conditions). The reproducibility 
and robustness of only a small fraction of published biomedical results has been tested; furthermore, 
when reproducibility is tested, it is often not found. This situation is termed ‘the reproducibility crisis', 
and it is one the most important issues facing biomedicine. This crisis would be solved if it were 
possible to automate reproducibility testing. Here, we describe the semi-automated testing for 
reproducibility and robustness of simple statements (propositions) about cancer cell biology 
automatically extracted from the literature. From 12 260 papers, we automatically extracted statements 
predicted to describe experimental results regarding a change of gene expression in response to drug 
treatment in breast cancer, from these we selected 74 statements of high biomedical interest. To test 
the reproducibility of these statements, two different teams used the laboratory automation system Eve 
and two breast cancer cell lines (MCF7 and MDA-MB-231). Statistically significant evidence for 
repeatability was found for 43 statements, and significant evidence for reproducibility/robustness in 22 
statements. In two cases, the automation made serendipitous discoveries. The reproduced/robust 
knowledge provides significant insight into cancer. We conclude that semi-automated reproducibility 
testing is currently achievable, that it could be scaled up to generate a substantive source of reliable 
knowledge and that automation has the potential to mitigate the reproducibility crisis. Biology 1
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End-to-End provenance representation for the 
understandability and reproducibility of scientific experiments 
using a semantic approach 2022 10.1186/s13326-021-00253-1

Background: The advancement of science and technologies play an immense role in the way scientific 
experiments are being conducted. Understanding how experiments are performed and how results are 
derived has become significantly more complex with the recent explosive growth of heterogeneous 
research data and methods. Therefore, it is important that the provenance of results is tracked, 
described, and managed throughout the research lifecycle starting from the beginning of an 
experiment to its end to ensure reproducibility of results described in publications. However, there is a 
lack of interoperable representation of end-to-end provenance of scientific experiments that interlinks 
data, processing steps, and results from an experiment’s computational and non-computational 
processes.
Results: We present the “REPRODUCE-ME” data model and ontology to describe the end-to-end 
provenance of scientific experiments by extending existing standards in the semantic web. The 
ontology brings together different aspects of the provenance of scientific studies by interlinking non-
computational data and steps with computational data and steps to achieve understandability and 
reproducibility. We explain the important classes and properties of the ontology and how they are 
mapped to existing ontologies like PROV-O and P-Plan. The ontology is evaluated by answering 
competency questions over the knowledge base of scientific experiments consisting of computational 
and non-computational data and steps.
Conclusion: We have designed and developed an interoperable way to represent the complete path of 
a scientific experiment consisting of computational and non-computational steps. We have applied and 
evaluated our approach to a set of scientific experiments in different subject domains like 
computational science, biological imaging, and microscopy.
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Guide for collecting and reporting metadata on protocol 
variables and parameters from slide-based histotechnology 
assays to enhance reproducibility 2022 10.1080/01478885.2022.2134022

The central tenet of scientific research is the rigorous application of the scientific method to 
experimental design, analysis, interpretation, and reporting of results. In order to confer validity to a 
hypothesis, experimental details must be transparent and results must be reproducible. Failure to 
achieve this minimum indicates a deficiency in rationale, design, and/or execution, necessitating further 
experimental refinement or hypothesis reformulation. More importantly, rigorous application of the 
scientific method advances scientific knowledge by enabling others to identify weaknesses or gaps 
that can be exploited by new ideas or technology that inevitably extend, improve, or refine a 
hypothesis. Experimental details, described in manuscript materials and methods, are the principal 
vehicle used to communicate procedures, techniques, and resources necessary for experimental 
reproducibility. Recent examination of the biomedical literature has shown that many published articles 
lack sufficiently detailed methodological information to reproduce experiments. There are few broadly 
established practice guidelines and quality assurance standards in basic biomedical research. The 
current paper provides a framework of best practices to address the lack of reporting of detailed 
materials and methods that is pervasive in histological slide-based assays. Our goal is to establish a 
structured framework that highlights the key factors necessary for thorough collection of metadata and 
reporting of slide-based assays.

Reproducibility, metadata, 
protocol, slide-based assay, 
histotechniques

Biomedici
ne 1 1 1



PoP-GS M Siebert

Reproducibility in therapeutic research: a survey on data 
sharing in the biomedical literature and clinical trials in 
marketing authorizations 2022

Several researchers in biomedicine have described a reproducibility crisis. Various open science 
practices may maximize reproducibility. This thesis focuses on data sharing and its extent in the 
biomedical sciences. In the first part, we wanted to explore the implementation of the data sharing 
policy of the International Committee of Medical Journal Editors (ICMJE), which came into effect in July 
2018. Implementation of the data sharing requirements in journal policies was suboptimal for ICMJE 
member journals and poor for ICMJE affiliated journals. In a second step, we conducted a scoping 
review to explore the impact of data-sharing initiatives on the intent to share data, actual data sharing, 
use of shared data, and research output and impact of shared data. We concluded that there is 
currently a gap in the evidence base regarding the impact of sharing individual patient data, resulting 
in uncertainties in implementing current data sharing policies. Researchers have high intentions to 
share data but rarely do so. In the third part of the thesis, the emphasis was on transparency 
regarding clinical trials in drug regulatory frameworks. We tried to reanalyze 62 studies marked as main 
trials in marketing authorization applications. Our results showed that individual patient data was 
available for only 10 of 62 trials (16.1%). The clear message from this research is that clinical trial data 
for licensed drugs remains inaccessible to the public and the research community. Importantly, re-
analyzes of the few trials with available data showed good reproducibility. In the final part, we suggest 
ideas on advancing open science methods in drug regulatory contexts. In summary, we concluded that 
sharing data in the biomedical literature is substandard. The main factors are the absence of 
mandatory data sharing policies on journals, publishers, and regulatory agencies. Adequate policies 
need to be implemented.
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How Reproducibility Will Accelerate Discovery Through 
Collaboration in Physio-Logging 2022 10.3389/fphys.2022.917976

What new questions could ecophysiologists answer if physio-logging research was fully reproducible? 
We argue that technical debt (computational hurdles resulting from prioritizing short-term goals over 
long-term sustainability) stemming from insufficient cyberinfrastructure (field-wide tools, standards, and 
norms for analyzing and sharing data) trapped physio-logging in a scientific silo. This debt stifles 
comparative biological analyses and impedes interdisciplinary research. Although physio-loggers (e.g., 
heart rate monitors and accelerometers) opened new avenues of research, the explosion of complex 
datasets exceeded ecophysiology’s informatics capacity. Like many other scientific fields facing a 
deluge of complex data, ecophysiologists now struggle to share their data and tools. Adapting to this 
new era requires a change in mindset, from “data as a noun” (e.g., traits, counts) to “data as a 
sentence”, where measurements (nouns) are associate with transformations (verbs), parameters 
(adverbs), and metadata (adjectives). Computational reproducibility provides a framework for capturing 
the entire sentence. Though usually framed in terms of scientific integrity, reproducibility offers 
immediate benefits by promoting collaboration between individuals, groups, and entire fields. Rather 
than a tax on our productivity that benefits some nebulous greater good, reproducibility can accelerate 
the pace of discovery by removing obstacles and inviting a greater diversity of perspectives to advance 
science and society. In this article, we 1) describe the computational challenges facing physio-logging 
scientists and connect them to the concepts of technical debt and cyberinfrastructure, 2) demonstrate 
how other scientific fields overcame similar challenges by embracing computational reproducibility, and 
3) present a framework to promote computational reproducibility in physio-logging, and bio-logging 
more generally.
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PoP-GS C Howe, JA Tullis
Context for Reproducibility and Replicability in Geospatial 
Unmanned Aircraft Systems 2022

Multiple scientific disciplines face a so-called crisis of reproducibility and replicability (R&R) in which the 
validity of methodologies is questioned due to an inability to confirm experimental results. Trust in 
information technology (IT)-intensive workflows within geographic information science (GIScience), 
remote sensing, and photogrammetry depends on solutions to R&R challenges affecting multiple 
computationally driven disciplines. To date, there have only been very limited efforts to overcome R&R-
related issues in remote sensing workflows in general, let alone those tied to unmanned aircraft 
systems (UAS) as a disruptive technology. This review identifies key barriers to, and suggests best 
practices for, R&R in geospatial UAS workflows as well as broader remote sensing applications. We 
examine both the relevance of R&R as well as existing support for R&R in remote sensing and 
photogrammetry assisted UAS workflows. Key barriers include: (1) awareness of time and resource 
requirements, (2) accessibility of provenance, metadata, and version control, (3) conceptualization of 
geographic problems, and (4) geographic variability between study areas. R&R in geospatial UAS 
applications can be facilitated through augmented access to provenance information for authorized 
stakeholders, and the establishment of R&R as an important aspect of UAS and related research 
design. Where ethically possible, future work should exemplify best practices for R&R research by 
publishing access to open data sets and workflows. Future work should also explore new avenues for 
access to source data, metadata, provenance, and methods to adapt principles of R&R according to 
geographic variability and stakeholder requirements.
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The climate crisis illustrates the critical need for earth and environmental models to assess the Earth’s 
past and future by translating emissions into climate signals and subsequent impacts regarding floods, 
droughts, or heatwaves, as well as future resource availability. While computational models grow in 
relevance by guiding policies and public discourse, our trust in these models is put to the test. A recent 
study estimates that 93% of hydrology and water resources published studies cannot be reproduced. 
In this perspective, we question whether we are amid a reproducibility crisis in the computational earth 
sciences and peek behind the curtain of everyday research. Software development has become an 
integral part of research in most areas, including the earth sciences, where computational models and 
data processing algorithms become increasingly sophisticated to solve the challenges of our time. 
Paradoxically, this development poses a threat to scientific progress: Reproducibility, as an essential 
pillar of science, is increasingly difficult to reach or even to test. This trend is particularly worrisome as 
scientific results have potentially controversial implications for stakeholders and policymakers and may 
influence public opinion and decisions for a long time. In recent years, progress towards Open Science 
has led to more publishers demanding access to data and source code alongside peer-reviewed 
manuscripts; but recent studies still find that less reproducible research may be even cited more 
frequently. We argue that we insufficiently understand how the earth science community currently 
attempts to reproduce computational results and what challenges they face in this effort. To what do 
scientists attribute this lack of reproducibility in computational earth sciences, and what are possible 
solutions? In this perspective we survey the community on what they think is necessary and paint a 
picture of a future that fosters reproducible computational science and thus trust.
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Are the Statistical Tests the Best Way to Deal with the 
Biomarker Selection Problem? 2022 10.1007/s10115-022-01677-6

Statistical tests are a powerful set of tools when applied correctly, but unfortunately the extended 
misuse of them has caused great concern. Among many other applications, they are used in the 
detection of biomarkers so as to use the resulting p-values as a reference with which the candidate 
biomarkers are ranked. Although statistical tests can be used to rank, they have not been designed for 
that use. Moreover, there is no need to compute any p-value to build a ranking of candidate 
biomarkers. Those two facts raise the question of whether or not alternative methods which are not 
based on the computation of statistical tests that match or improve their performances can be 
proposed. In this paper, we propose two alternative methods to statistical tests. In addition, we 
propose an evaluation framework to assess both statistical tests and alternative methods in terms of 
both the performance and the reproducibility. The results indicate that there are alternative methods 
that can match or surpass methods based on statistical tests in terms of the reproducibility when 
processing real data, while maintaining a similar performance when dealing with synthetic data. The 
main conclusion is that there is room for the proposal of such alternative methods.
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CiteAb for Researchers and Suppliers: How Identifying 
Product Citations from Publications Can Help Accelerate 
Science 2022 10.3233/ISU-220158

The monumental waste of time and money when the incorrect reagent is purchased is a prevalent 
problem in life science research. CiteAb is an innovative technology company that has developed 
unique data collection technology to identify product citations from the scientific literature in order to 
solve this problem. Citation data powers a search engine which ranks products by citation count. This 
provides researchers with a simple, unbiased and reliable method to identify the best reagent for their 
experiment. CiteAb then saw an opportunity to provide citation-based data products to reagent 
suppliers and financial companies to maximise their business performance, reach and impact. CiteAb 
technology is estimated to have saved the life science industry $10 billion, ultimately helping 
accelerate science. This success has driven sustained revenue growth with no external investment. 
This article will give an overview of CiteAb’s technology, products, impact and future directions, 
including the potential for partnerships with publishers.
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Doctor/Data Scientist/Artificial Intelligence Communication 
Model. Case Study 2022 10.1016/j.procs.2022.11.143

The last two years have taught us that we need to change the way we practice medicine. Due to the 
COVID-19 pandemic, obstetrics and gynecology setting has changed enormously. Monitoring pregnant 
women prevents deaths and complications. Doctors and computer data scientists must learn to 
communicate and work together to improve patients’ health. In this paper we present a good practice 
example of a competitive/collaborative communication model for doctors, computer scientists and 
artificial intelligence systems, for signaling fetal congenital anomalies in the second trimester 
morphology scan.
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Reproducibility of deep learning in digital pathology whole 
slide image analysis 2022

For a method to be widely adopted in medical research or clinical practice, it needs to be reproducible 
so that clinicians and regulators can have confidence in its use. Machine learning and deep learning 
have a particular set of challenges around reproducibility. Small differences in the settings or the data 
used for training a model can lead to large differences in the outcomes of experiments. In this work, 
three top-performing algorithms from the Camelyon grand challenges are reproduced using only 
information presented in the associated papers and the results are then compared to those reported. 
Seemingly minor details were found to be critical to performance and yet their importance is difficult to 
appreciate until the actual reproduction is attempted. We observed that authors generally describe the 
key technical aspects of their models well but fail to maintain the same reporting standards when it 
comes to data preprocessing which is essential to reproducibility. As an important contribution of the 
present study and its findings, we introduce a reproducibility checklist that tabulates information that 
needs to be reported in histopathology ML-based work in order to make it reproducible. Medizin 1 1 1
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Built to last? Reproducibility and Reusability of Deep Learning 
Algorithms in Computational Pathology 2022 10.1101/2022.05.15.22275108.abstract

Recent progress in computational pathology has been driven by deep learning. While code and data 
availability are essential to reproduce findings from preceding publications, ensuring a deep learning 
model’s reusability is more challenging. For that, the codebase should be well-documented and easy 
to integrate in existing workflows, and models should be robust towards noise and generalizable 
towards data from different sources. Strikingly, only a few computational pathology algorithms have 
been reused by other researchers so far, let alone employed in a clinical setting.
To assess the current state of reproducibility and reusability of computational pathology algorithms, we 
evaluated peer-reviewed articles available in Pubmed, published between January 2019 and March 
2021, in five use cases: stain normalization, tissue type segmentation, evaluation of cell-level features, 
genetic alteration prediction, and direct extraction of grading, staging, and prognostic information. We 
compiled criteria for data and code availability, and for statistical result analysis and assessed them in 
161 publications. We found that only one quarter (42 out of 161 publications) made code publicly 
available and thus fulfilled our minimum requirement for reproducibility and reusability. Among these 42 
papers, three quarters (30 out of 42) analyzed their results statistically, less than half (20 out of 42) 
have released their trained model weights, and only about a third (16 out of 42) used an independent 
cohort for evaluation.
This review highlights candidates for reproducible and reusable algorithms in computational pathology. 
It is intended for both pathologists interested in deep learning, and researchers applying deep learning 
algorithms to computational pathology challenges. We provide a list of reusable data handling tools 
and a detailed overview of the publications together with our criteria for reproducibility and reusability.
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Approachable case studies support learning and 
reproducibility in data science: An example from evolutionary 
biology 2022 10.1080/26939169.2022.2099487

Research reproducibility is essential for scientific development. Yet, rates of reproducibility are low. As 
increasingly more research relies on computers and software, efforts for improving reproducibility rates 
have focused on making research products digitally available, such as publishing analysis workflows as 
computer code, and raw and processed data in computer readable form. However, research products 
that are digitally available are not necessarily friendly for learners and interested parties with little to no 
experience in the field. This renders research products unapproachable, counteracts their availability, 
and hinders scientific reproducibility. To improve both short- and long-term adoption of reproducible 
scientific practices, research products need to be made approachable for learners, the researchers of 
the future. Using a case study within evolutionary biology, we identify aspects of research workflows 
that make them unapproachable to the general audience: use of highly specialized language; unclear 
goals and high cognitive load; and lack of trouble-shooting examples. We propose principles to 
improve the unapproachable aspects of research workflows and illustrate their application using an 
online teaching resource. We elaborate on the general application of these principles for documenting 
research products and teaching materials, to provide present learners and future researchers with tools 
for successful scientific reproducibility. Supplementary materials for this article are available online.
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Benchmarking Crisis in Social Media Analytics: A Solution for 
the Data-Sharing Problem 2022 10.1177/08944393211012268

Computational social science uses computational and statistical methods in order to evaluate social 
interaction. The public availability of data sets is thus a necessary precondition for reliable and 
replicable research. These data allow researchers to benchmark the computational methods they 
develop, test the generalizability of their findings, and build confidence in their results. When social 
media data are concerned, data sharing is often restricted for legal or privacy reasons, which makes 
the comparison of methods and the replicability of research results infeasible. Social media analytics 
research, consequently, faces an integrity crisis. How is it possible to create trust in computational or 
statistical analyses, when they cannot be validated by third parties? In this work, we explore this well-
known, yet little discussed, problem for social media analytics. We investigate how this problem can be 
solved by looking at related computational research areas. Moreover, we propose and implement a 
prototype to address the problem in the form of a new evaluation framework that enables the 
comparison of algorithms without the need to exchange data directly, while maintaining flexibility for the 
algorithm design.
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Integrating Computer Prediction Methods in Social Science: A 
Comment on Hofman et al. (2021) 2022 10.1177/08944393211049776

Machine learning and other computer-driven prediction models are one of the fastest growing trends in 
computational social science. These methods and approaches were developed in computer science 
and with different goals and epistemologies than those in social science. The most obvious difference 
being a focus on prediction versus explanation. Predictive modeling offers great potential for improving 
research and theory development, but its adoption poses some challenges and creates new problems. 
For this reason, Hofman et al. published recommendations for more effective integration of predictive 
modeling into social science. In this communication, I review their recommendations and expand on 
some additional concerns related to current practices and whether prediction can effectively serve the 
goals of most social scientists. Overall, I argue they provide a sound set of guidelines and a 
classification scheme that will serve those of us working in computational social science.

integration of computer and 
social science, predictive 
modeling, machine learning, 
social science epistemology, 
explanatory modeling

Social 
Science 1 1 1

PoP-GS
JW Moody, LA 
Keister, MC Ramos Reproducibility in the social sciences 2022 10.1146/annurev-soc-090221-035954

Concern over social scientists’ inability to reproduce empirical research has spawned a vast and rapidly 
growing literature. The size and growth of this literature make it difficult for newly interested academics 
to come up to speed. Here, we provide a formal text modeling approach to characterize the entirety of 
the field, which allows us to summarize the breadth of this literature and identify core themes. We 
construct and analyze text networks built from 1,947 articles to reveal differences across social science 
disciplines within the body of reproducibility publications and to discuss the diversity of subtopics 
addressed in the literature. This field-wide view suggests that reproducibility is a heterogeneous 
problem with multiple sources for errors and strategies for solutions, a finding that is somewhat at odds 
with calls for largely passive remedies reliant on open science. We propose an alternative rigor and 
reproducibility model that takes an active approach to rigor prior to publication, which may overcome 
some of the shortfalls of the postpublication model.
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A GLIMPSE INTO THE REPRODUCIBILITY OF SCIENTIFIC 
PAPERS IN MOVEMENT ECOLOGY: HOW ARE WE DOING? 2021

Reproducibility is the earmark of science and thus Movement Ecology as well. However, studies in 
disciplines such as biology and geosciences have shown that published work is rarely reproducible. 
Ensuring reproducibility is not a mandatory part of the research process and thus there are no clear 
procedures in place to assess the reproducibility of scientific articles. In this study we put forward a 
reproducibility workflow scoring sheet based on six criteria that lead to successful reproducible papers. 
The reproducibility workflow can be used by authors to evaluate the reproducibility of their studies 
before publication and reviewers to evaluate the reproducibility of scientific papers. To assess the state 
of reproducibility in Movement Ecology, we attempted to reproduce the results from Movement Ecology 
papers that use behavioral pattern identification methods. We selected 75 papers published in several 
journals from 2010- 2020. According to our proposed reproducibility workflow, sixteen studies reflected 
at least some reproducibility (scores ≥ 4). In particular, we were only able to obtain the data for 16 out 
of 75 papers. Out of these, a minority of papers also provided code with the data (6 out of the 16 
studies). Out of the 6 studies that made both data and code available, only four studies reflected a
high level of reproducibility (scores ≥ 9) owing it to good code annotation and execution. Based on our 
findings, we proposed guidelines for authors, journals and academic institutions to enhance the state 
of reproducibility in Movement Ecology. Ecology 1 1 1
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Improving energy research practices: guidance for 
transparency, reproducibility and quality 2021

Energy use is of crucial importance for the global challenge of climate change, and also is an essential 
part of daily life. Hence, research on energy needs to be robust and valid. Other scientific disciplines 
have experienced a reproducibility crisis, i.e. existing findings could not be reproduced in new studies. 
The ‘TReQ’ approach is recommended to improve research practices in the energy field and arrive at 
greater transparency, reproducibility and quality. A highly adaptable suite of tools is presented that can 
be applied to energy research approaches across this multidisciplinary and fast-changing field. In 
particular, the following tools are introduced – preregistration of studies, making data and code publicly 
available, using preprints, and employing reporting guidelines – to heighten the standard of research 
practices within the energy field. The wider adoption of these tools can facilitate greater trust in the 
findings of research used to inform evidence-based policy and practice in the energy field.
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NPARS—A Novel Approach to Address Accuracy and 
Reproducibility in Genomic Data Science 2021 10.3389/fdata.2021.725095

Background: Accuracy and reproducibility are vital in science and presents a significant challenge in 
the emerging discipline of data science, especially when the data are scientifically complex and 
massive in size. Further complicating matters, in the field of genomic-based science high-throughput 
sequencing technologies generate considerable amounts of data that needs to be stored, 
manipulated, and analyzed using a plethora of software tools. Researchers are rarely able to 
reproduce published genomic studies.
Results: Presented is a novel approach which facilitates accuracy and reproducibility for large genomic 
research data sets. All data needed is loaded into a portable local database, which serves as an 
interface for well-known software frameworks. These include python-based Jupyter Notebooks and the 
use of RStudio projects and R markdown. All software is encapsulated using Docker containers and 
managed by Git, simplifying software configuration management.
Conclusion: Accuracy and reproducibility in science is of a paramount importance. For the biomedical 
sciences, advances in high throughput technologies, molecular biology and quantitative methods are 
providing unprecedented insights into disease mechanisms. With these insights come the associated 
challenge of scientific data that is complex and massive in size. This makes collaboration, verification, 
validation, and reproducibility of findings difficult. To address these challenges the NGS post-pipeline 
accuracy and reproducibility system (NPARS) was developed. NPARS is a robust software 
infrastructure and methodology that can encapsulate data, code, and reporting for large genomic 
studies. This paper demonstrates the successful use of NPARS on large and complex genomic data 
sets across different computational platforms. Genetics 1 1
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Reproducible research is often perceived as a technological challenge, but it is rooted in the challenge 
to improve scholarly communication in an age of digitization. When computers become involved and 
researchers want to allow other scientists to inspect, understand, evaluate, and build on their work, 
they need to create a research compendium that includes the code, data, computing environment, 
and script-based workflows used. Here, we present the state of the art for approaches to reach this 
degree of computational reproducibility, addressing literate programming and containerization while 
paying attention to working with geospatial data (digital maps, geographic information systems). We 
argue that all researchers working with computers should understand these technologies to control 
their computing environment, and we present the benefits of reproducible workflows in practice. 
Example research compendia illustrate the presented concepts and are the basis for challenges 
specific to geography and geosciences. Based on existing surveys and best practices from different 
scientific domains, we conclude that researchers today can overcome many barriers and achieve a 
very high degree of reproducibility. If the geography and geosciences communities adopt 
reproducibility and the underlying technologies in practice and in policies, they can transform the way 
researchers conduct and communicate their work toward increased transparency, understandability, 
openness, trust, productivity, and innovation.
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Beyond standardization: improving external validity and 
reproducibility in experimental evolution 2021

Discussions of reproducibility are casting doubts on the credibility of experimental outcomes in the life 
sciences. Although experimental evolution is not typically included in these discussions, this field is 
also subject to low reproducibility, partly because of the inherent contingencies affecting the 
evolutionary process. A received view in experimental studies more generally is that standardization 
(i.e., rigorous homogenization of experimental conditions) is a solution to some issues of significance 
and internal validity. However, this solution hides several difficulties, including a reduction of external 
validity and reproducibility. After explaining the meaning of these two notions in the context of 
experimental evolution, we import from the fields of animal research and ecology and suggests that 
systematic heterogenization of experimental factors could prove a promising alternative. We also 
incorporate into our analysis some philosophical reflections on the nature and diversity of research 
objectives in experimental evolution.
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Type I and II error rates of Bayesian two-sample tests under 
preliminary assessment of normality in balanced and 
unbalanced designs and its influence on the reproducibility of 
medical research 2021 10.1080/00949655.2021.1925278

Student's two-sample t-test is often used in medical research like randomized controlled trials. To 
control type I errors, normality of the observed data needs to be assessed. In practice, a two-stage 
procedure is acknowledged: First, a preliminary test for normality is conducted. If the test is not 
significant, the two-sample t-test is applied, and else a nonparametric test like Mann–Whitney's U is 
conducted. It is unknown how Bayesian tests behave under this procedure. A simulation study was 
conducted to study the error rates of these Bayesian alternatives under preliminary assessment of 
normality in balanced and unbalanced designs. Results show that Bayesian counterparts yield 
50–60% fewer type I errors at the cost of slightly increased type II error rates, and that the two-stage 
procedure is not recommended in unbalanced Bayesian designs. This makes them an attractive 
alternative for biomedical research, as decreased power can be overcome by increasing sample size.
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Effect size, sample size and power of forced swim test assays 
in mice: Guidelines for investigators to optimize reproducibility 2021

A recent flood of publications has documented serious problems in scientific reproducibility, power, and 
reporting of biomedical articles, yet scientists persist in their usual practices. Why? We examined a 
popular and important preclinical assay, the Forced Swim Test (FST) in mice used to test putative 
antidepressants. Whether the mice were assayed in a naïve state vs. in a model of depression or 
stress, and whether the mice were given test agents vs. known antidepressants regarded as positive 
controls, the mean effect sizes seen in the experiments were indeed extremely large (1.5–2.5 in 
Cohen’s d units); most of the experiments utilized 7–10 animals per group which did have adequate 
power to reliably detect effects of this magnitude. We propose that this may at least partially explain 
why investigators using the FST do not perceive intuitively that their experimental designs fall 
short—even though proper prospective design would require ~21–26 animals per group to detect, at a 
minimum, large effects (0.8 in Cohen’s d units) when the true effect of a test agent is unknown. Our 
data provide explicit parameters and guidance for investigators seeking to carry out prospective power 
estimation for the FST. More generally, altering the real-life behavior of scientists in planning their 
experiments may require developing educational tools that allow them to actively visualize the inter-
relationships among effect size, sample size, statistical power, and replicability in a direct and intuitive 
manner. Medizin 1 1 1
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Reproducibility in machine learning for health research: Still a 
ways to go 2021 10.1126/scitranslmed.abb1655

Machine learning for health must be reproducible to ensure reliable clinical use. We evaluated 511 
scientific papers across several machine learning subfields and found that machine learning for health 
compared poorly to other areas regarding reproducibility metrics, such as dataset and code 
accessibility. We propose recommendations to address this problem. Medizin 1 1
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Tackling the reproducibility problem to empower translation of 
preclinical academic drug discovery: is there an answer? 2021 10.1080/17460441.2021.1893690

… , analyze, interpret, record, and report research is inseparable from reproducibility such that proper 
experimenter training is fundamental to addressing the reproducibility problem. … Medizin 1 1
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Reproducibility of findings in modern PET neuroimaging: 
insight from the NRM2018 grand challenge 2021 10.1177/0271678X211015101

The reproducibility of findings is a compelling methodological problem that the neuroimaging 
community is facing these days. The lack of standardized pipelines for image processing, quantification 
and statistics plays a major role in the variability and interpretation of results, even when the same data 
are analysed. This problem is well-known in MRI studies, where the indisputable value of the method 
has been complicated by a number of studies that produce discrepant results. However, any research 
domain with complex data and flexible analytical procedures can experience a similar lack of 
reproducibility. In this paper we investigate this issue for brain PET imaging. During the 2018 
NeuroReceptor Mapping conference, the brain PET community was challenged with a computational 
contest involving a simulated neurotransmitter release experiment. Fourteen international teams 
analysed the same imaging dataset, for which the ground-truth was known. Despite a plurality of 
methods, the solutions were consistent across participants, although not identical. These results 
should create awareness that the increased sharing of PET data alone will only be one component of 
enhancing confidence in neuroimaging results and that it will be important to complement this with full 
details of the analysis pipelines and procedures that have been used to quantify data.
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An Assessment of Reproducibility of Social and Behavioral 
Science Papers Using Supervised Learning Models 2021

In the last decade, there has been increased conversation over the "reproducibility crisis" and 
"replication crisis" in various medical, life and behavioral sciences. This thesis focuses on the social 
and behavioral sciences(SBS) research claims. We try to assess prediction of reproducibility of SBS 
papers using supervised machine learning models. We use a framework of feature extraction to 
retrieve 5 categories of features namely: bibliometric features, venue features, and author features 
from public APIs or open source machine learning libraries with customized parsers, Statistical features 
by recognizing patterns in the body text and semantic features from public APIs or using natural 
language processing models. These features are analyzed using different feature selection methods 
such as pairwise correlations, mutual information and ANOVA-F values. Their importance for predicting 
a set of human-assessed ground truth labels for the SBS papers was studied. We identify the top 
features based on the feature selection methods by comparing the performance of 10 supervised 
machine learning models.
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The “industrial” revolution in biomedical research: Data 
explosion and reproducibility crisis drive changes in lab 
workflows 2020 10.15252/embr.202050003

Several factors are driving profound changes in the way life science laboratories organize their 
workflow, whether in medical diagnostics or basic research. A common cause of these changes is the 
proliferation of the amount of data generated, combined with a rapid decline of the cost of producing 
it. This is demanding ever more exacting quality control to contain errors, combined with advanced 
analytics, including machine learning, to gain meaningful insights or reliable diagnoses. The other 
challenge that imposes changes on laboratory workflow is reproducibility, which has come to a head 
with mounting appreciation that failures to reproduce and validate important results threaten the 
integrity and reputation of biomedical research.
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Reproducibility Crisis in Science: A Discussion of the Disregard 
of ARRIVE Guidelines and Other Shortfalls of Pre-Clinical 
Research Reporting 2020

Science is moving forward at an unmatched pace in today’s society with technological advances 
allowing scientists to complete research which only a decade ago would have seemed like something 
out of a science-fiction novel. As economic, technological and computational advances allow us to 
design and apply these new tools toward medical advancement and innovation, are our foundations in 
the scientific method, methods documentation, and experimental design in the academic research 
environment being implemented to the fullest of their potential? Lack of reproducibility surrounding the 
preclinical research is trending. Problems with reproducibility in have become a recurrent 
announcement that produced paper retractions after paper retraction, the reason behind these 
retractions is vast including but not exclusive to, poor study design, improper statistical analysis 
(underpowered studies) and misleading or omitted instruction in the methods section (missing key 
procedural instructions and/or using unsuitable reagents). We can only hope that the assumption that 
most of these irreproducible studies are being reported in error but without malice intent.
Nevertheless, the data are wrong and resources were and are being wasted. Under the assumption 
that the issues with the unreliable research come from poor quality data and not unreliable scientists, 
we have to ask ourselves what we can do to improve our reports and ensure that what we are 
reporting is true. This translational failure has become very troubling for executives, scientists, 
investors, and taxpayers. There has to be a better system for proper reporting study findings and 
methods. Once implemented this
system should help alleviate the financial, time and trust which currently presents a significant issue.
Herein, we will use data collected through an anonymous survey which will allow us to gain a better 
understanding of current best practices, knowledge, and implementation of the ARRIVE method, 
reporting best practices. Moreover, this survey may allow us to understand why the ARRIVE method is 
not gaining traction by investigators during reporting. Finally, we will discuss potential areas in which 
peer-review journals can help improve reporting, (ex. instituting a set of study design questions that 
must be answered before manuscript publication or guaranteed publication acceptance following the 
publication of study design to help report both positive and negative data outcomes. Academic 
science is paramount to the development of novel scientific approaches, as such, we must ensure that 
the data produced and reported are of the highest possible quality. Further, we must seal potential 
gaps in reporting the key elements as defined by the ARRIVE method helping to ensure the highest 
possible quality reporting.
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FAIR digital objects in environmental and life sciences should 
comprise workflow operation design data and method 
information for repeatability of study setups and reproducibility 
of results 2020 10.1093/database/baaa059/5894776

Repeatability of study setups and reproducibility of research results by underlying data are major 
requirements in science. Until now, abstract models for describing the structural logic of studies in 
environmental sciences are lacking and tools for data management are insufficient. Mandatory for 
repeatability and reproducibility is the use of sophisticated data management solutions going beyond 
data file sharing. Particularly, it implies maintenance of coherent data along workflows. Design data 
concern elements from elementary domains of operations being transformation, measurement and 
transaction. Operation design elements and method information are specified for each consecutive 
workflow segment from field to laboratory campaigns. The strict linkage of operation design element 
values, operation values and objects is essential. For enabling coherence of corresponding objects 
along consecutive workflow segments, the assignment of unique identifiers and the specification of 
their relations are mandatory. The abstract model presented here addresses these aspects, and the 
software DiversityDescriptions (DWB-DD) facilitates the management of thusly connected digital data 
objects and structures. DWB-DD allows for an individual specification of operation design elements and 
their linking to objects. Two workflow design use cases, one for DNA barcoding and another for 
cultivation of fungal isolates, are given. To publish those structured data, standard schema mapping 
and XML-provision of digital objects are essential. Schemas useful for this mapping include the 
Ecological Markup Language, the Schema for Meta-omics Data of Collection Objects and the Standard 
for Structured Descriptive Data. Data pipelines with DWB-DD include the mapping and conversion 
between schemas and functions for data publishing and archiving according to the Open Archival 
Information System standard. The setting allows for repeatability of study setups, reproducibility of 
study results and for supporting work groups to structure and maintain their data from the beginning of 
a study. The theory of ‘FAIR++’ digital objects is introduced.
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Challenges to the reproducibility of machine learning models 
in health care 2020

Reproducibility has been an important and intensely debated topic in science and medicine for the 
past few decades.1 As the scientific enterprise has grown in scope and complexity, concerns regarding 
how well new findings can be reproduced and validated across different scientific teams and study 
populations have emerged. In some instances,2 the failure to replicate numerous previous studies has 
added to the growing concern that science and biomedicine may be in the midst of a “reproducibility 
crisis.” Against this backdrop, high-capacity machine learning models are beginning to demonstrate 
early successes in clinical applications,3 and some have received approval from the US Food and Drug 
Administration. This new class of clinical prediction tools presents unique challenges and obstacles to 
reproducibility, which must be carefully considered to ensure that these techniques are valid and 
deployed safely and effectively.
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Different preprocessing strategies lead to different 
conclusions: A [11C]DASB-PET reproducibility study 2020 10.1177/0271678X19880450

Positron emission tomography (PET) neuroimaging provides unique possibilities to study biological 
processes in vivo under basal and interventional conditions. For quantification of PET data, 
researchers commonly apply different arrays of sequential data analytic methods (‘‘preprocessing 
pipeline’’), but it is often unknown how the choice of preprocessing affects the final outcome. Here, we 
use an available data set from a double-blind, randomized, placebo-controlled [11C]DASB-PET study 
as a case to evaluate how the choice of preprocessing affects the outcome of the study. We tested 
the impact of 384 commonly used preprocessing strategies on a previously reported positive 
association between the change from baseline in neocortical serotonin transporter binding determined 
with [11C]DASB-PET, and change in depressive symptoms, following a pharmacological sex hormone 
manipulation intervention in 30 women. The two preprocessing steps that were most critical for the 
outcome were motion correction and kinetic modeling of the dynamic PET data. We found that 36% of 
the applied preprocessing strategies replicated the originally reported finding (p < 0.05). For 
preprocessing strategies with motion correction, the replication percentage was 72%, whereas it was 
0% for strategies without motion correction. In conclusion, the choice of preprocessing strategy can 
have a major impact on a study outcome.
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Double trouble? The communication dimension of the 
reproducibility crisis in experimental psychology and 
neuroscience 2020 10.1007/s13194-020-00317-6

Most discussions of the reproducibility crisis focus on its epistemic aspect: the fact that the scientific 
community fails to follow some norms of scientific investigation, which leads to high rates of 
irreproducibility via a high rate of false positive findings. The purpose of this paper is to argue that 
there is a heretofore underappreciated and understudied dimension to the reproducibility crisis in 
experimental psychology and neuroscience that may prove to be at least as important as the epistemic 
dimension. This is the communication dimension. The link between communication and reproducibility 
is immediate: independent investigators would not be able to recreate an experiment whose design or 
implementation were inadequately described. I exploit evidence of a replicability and reproducibility 
crisis in computational science, as well as research into quality of reporting to support the claim that a 
widespread failure to adhere to reporting standards, especially the norm of descriptive completeness, 
is an important contributing factor in the current reproducibility crisis in experimental psychology and 
neuroscience.
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A deafening silence: a lack of data and reproducibility in 
published bioacoustics research? 2019

A study of 100 papers from five journals that make use of bioacoustic recordings shows that only a 
minority (21%) deposit any of the recordings in a repository, supplementary materials section or a 
personal website. This lack of deposition hinders re-use of the raw data by other researchers, prevents 
the reproduction of a project's analyses and confirmation of its findings and impedes progress within 
the broader bioacoustics community. We make some recommendations for researchers interested in 
depositing their data.
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Experimental reproducibility in high-throughput multi-omic 
analysis systems 2019

The reproducibility of scientific studies is an important issue facing modern biology. A large number of 
studies published today cannot be reproduced, and the situation has been described as a 
reproducibility crisis. It has been shown that the inclusion of computational analysis within a study, 
adds a further level of complexity in reproducing the findings in that study. Even the reproduction of 
only the computational component of a study is fraught with difficulty. When provided with the source 
data, a list of the tools used and a protocol, it can still be difficult to produce the same results. One 
reason for this is that variation between different tools, versions, configurations, dependencies, 
operating systems and hardware, all contribute towards variation in the results. The work presented 
here addresses the problem of reproducibility through the design and implementation of a novel 
reproducible analysis system, Cumulus. The Cumulus system combines technologies such as 
virtualisation and high-throughput workflow systems, to automate the process of fully recording an 
analysis environment. Recording of an analysis environment allows it to be shared and reliably 
reproduced by other researchers. Automating this process enables reproduction of bioinformatic 
analysis by high-throughput analysis systems. The thesis then goes on to show how the Cumulus 
system was applied to reproduce and amend a published RNA-seq analysis and to create a novel 
proteomic analysis pipeline. This proteomic pipeline was then used in the analysis of a pilot study, to 
identify binding partners of the Nanog protein, dependant on a part of the protein previously shown to 
be required for the maintenance of pluripotency. This analysis resulted in the identification of a novel 
Nanog interactome. In addition to this, a further set of tools are presented, including the Stembio 
Visualisation Framework, a framework which enables the construction of interactive visualisations using 
the Cumulus system. The initial application of this framework has been accepted as part of a 
publication in the Journal of Experimental Medicine. Biology 1 1
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Reproducibility in AI for Biomedical Research: an Application 
to Parkinson's Disease 2019

Deep learning-based data analysis techniques have found many uses in biomedical research. Recent 
expansion of open source databases and computational tools has fostered distributed and explorative 
research. Under these conditions, reproducibility and experimental rigor must be ensured. Developing 
explicit analysis pipelines exposes the scientific process and yields reproducible results. In this thesis, 
we look at the case of deep learning-based data analysis for Parkinsons disease (PD) research. We 
develop end-to-end pipelines in two PD-related fields: accelerometer data analysis and neuroimage 
analysis. First, we construct a simple yet robust recurrent neural network for classifying motor activity 
from accelerometer data alone; this has applications for identifying the mo- tor symptoms of PD. Next, 
we propose a novel graph convolutional network architecture for distinguishing PD patients vs. healthy 
controls from multimodal neuroimage data. Our pipelines standardize the data preprocessing and 
analysis steps, fostering reproducibility and deliberate progression of their respective fields.
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Does chemical engineering research have a reproducibility 
problem? 2019 10.1146/annurev-chembioeng-060718-030323

Concerns have been raised in multiple scientific fields in recent years about the reproducibility of 
published results. Systematic efforts to examine this issue have been undertaken in biomedicine and 
psychology, but less is known about this important issue in the materials-oriented research that 
underpins much of modern chemical engineering. Here, we relate a dramatic historical episode from 
our own institution to illustrate the implications of performing reproducible research and describe two 
case studies based on literature analysis to provide concrete information on the reproducibility of 
modern materials-oriented research. The two case studies deal with the properties of metal-organic 
frameworks (MOFs), a class of materials that have generated tens of thousands of papers. We do not 
claim that research on MOFs is less (or more) reproducible than other subfields; rather, we argue that 
the characteristics of this subfield are common to many areas of materials-oriented research. We 
conclude with specific recommendations for action by individual researchers, journal editors, publishers, 
and research communities.
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A checklist for maximizing reproducibility of ecological niche 
models 2019

Reporting specific modelling methods and metadata is essential to the reproducibility of ecological 
studies, yet guidelines rarely exist regarding what information should be noted. Here, we address this 
issue for ecological niche modelling or species distribution modelling, a rapidly developing toolset in 
ecology used across many aspects of biodiversity science. Our quantitative review of the recent 
literature reveals a general lack of sufficient information to fully reproduce the work. Over two-thirds of 
the examined studies neglected to report the version or access date of the underlying data, and only 
half reported model parameters. To address this problem, we propose adopting a checklist to guide 
studies in reporting at least the minimum information necessary for ecological niche modelling 
reproducibility, offering a straightforward way to balance efficiency and accuracy. We encourage the 
ecological niche modelling community, as well as journal reviewers and editors, to utilize and further 
develop this framework to facilitate and improve the reproducibility of future work. The proposed 
checklist framework is generalizable to other areas of ecology, especially those utilizing biodiversity 
data, environmental data and statistical modelling, and could also be adopted by a broader array of 
disciplines. Ecology 1 1

ACM Raza K,Ahmad S
Recent Advancement in Next-Generation Sequencing 
Techniques and Its Computational Analysis 2019 10.1504/ijbra.2019.101205

Next-generation sequencing (NGS), a recently evolved technology, has served a lot in the research 
and development sector of our society. This novel approach is a newbie and has critical advantages 
over the traditional capillary electrophoresis (CE)-based Sanger sequencing. The advancement of NGS 
has led to numerous important discoveries, which could have been costlier and time taking in case of 
traditional CE-based Sanger sequencing. NGS methods are highly parallelised enabling to sequence 
thousands to millions of molecules simultaneously. This technology results into huge amount of data 
that need to be analysed to conclude valuable information. Specific data analysis algorithms are 
written for specific task to be performed. The algorithms in group act as a tool for analysing the NGS 
data. The analysis of NGS data unravels important clues in quest for the treatment of various life-
threatening diseases: improved crop varieties and other related scientific problems related to human 
welfare. In this review, an effort was made to address basic background of NGS technologies, possible 
applications, computational approaches and tools involved in NGS data analysis, future opportunities 
and challenges in the area.
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Computational reproducibility in geoscientific papers: Insights 
from a series of studies with geoscientists and a reproduction 
study 2019 10.1080/13658816.2018.1508687

Reproducibility is a cornerstone of science and thus for geographic research as well. However, studies 
in other disciplines such as biology have shown that published work is rarely reproducible. To assess 
the state of reproducibility, specifically computational reproducibility (i.e. rerunning the analysis of a 
paper using the original code), in geographic research, we asked geoscientists about this topic using 
three methods: a survey (n = 146), interviews (n = 9), and a focus group (n = 5). We asked participants 
about their understanding of open reproducible research (ORR), how much it is practiced, and what 
obstacles hinder ORR. We found that participants had different understandings of ORR and that there 
are several obstacles for authors and readers (e.g. effort, lack of openness). Then, in order to 
complement the subjective feedback from the participants, we tried to reproduce the results of papers 
that use spatial statistics to address problems in the geosciences. We selected 41 open access papers 
from Copernicus and Journal of Statistical Software and executed the R code. In doing so, we 
identified several technical issues and specific issues with the reproduced figures depicting the results. 
Based on these findings, we propose guidelines for authors to overcome the issues around 
reproducibility in the computational geosciences.
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Provenance and Reproducibility in the Automation of a 
Standard Computational Neuroscience Pipeline 2019 10.1145/3322790.3330592

Rapid increase in data volume, compounded by the reproducibility crisis, has led to the need to 
automate both experimental and computational aspects of neuroscience investigations. Automating 
neuroscience investigations enables an unprecedented ability to record and inspect how results were 
achieved. Here we review some of our recent work to integrate provenance and reproducibility 
measures into a tool called NeuroManager that automates a standard computational neuroscience 
pipeline, unifying the experiment--data--modeling--analysis cycle and allowing the scientist to focus on 
model evolution. Through a flexible daily workflow that leverages servers, clusters, and clouds 
simultaneously, NeuroManager automates manual tasks including database access, job submission, 
simulation scheduling, and preservation of provenance.

workflow, neuroinformatics, 
modeling, provenance

Neurosci
ences 1 1

PoP-GS

D Figueiredo, R 
Lins, A Domingos, 
N Janz…

Seven reasons why: a user's guide to transparency and 
reproducibility 2019

Despite a widespread agreement on the importance of transparency in science, a growing body of 
evidence suggests that both the natural and the social sciences are facing a reproducibility crisis. In 
this paper, we present seven reasons why journals and authors should implement — transparent 
guidelines. We argue that sharing replication materials, which include full disclosure of the methods 
used to collect and analyze data, the public availability of raw and manipulated data, in addition to 
computational scripts, may generate the following positive outcomes: 01. production of trustworthy 
empirical results, by preventing intentional frauds and avoiding honest mistakes; 02. making the writing 
and publishing of papers more efficient; 03. enhancing the reviewers’ ability to provide better 
evaluations; 04. enabling the continuity of academic work; 05. developing scientific reputation; 06. 
helping to learn data analysis; and 07. increasing the impact of scholarly work. In addition, we review 
the most recent computational tools to work reproducibly. With this paper, we hope to foster 
transparency within the political science scholarly community.
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Successes and struggles with computational reproducibility: 
lessons from the fragile families challenge 2019 10.1177/2378023119849803

Reproducibility is fundamental to science, and an important component of reproducibility is 
computational reproducibility: the ability of a researcher to recreate the results of a published study 
using the original author’s raw data and code. Although most people agree that computational 
reproducibility is important, it is still difficult to achieve in practice. In this article, the authors describe 
their approach to enabling computational reproducibility for the 12 articles in this special issue of 
Socius about the Fragile Families Challenge. The approach draws on two tools commonly used by 
professional software engineers but not widely used by academic researchers: software containers 
(e.g., Docker) and cloud computing (e.g., Amazon Web Services). These tools made it possible to 
standardize the computing environment around each submission, which will ease computational 
reproducibility both today and in the future. Drawing on their successes and struggles, the authors 
conclude with recommendations to researchers and journals.
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PoP-GS JP de Ruiter The meaning of a claim is its reproducibility 2018
… The reproducibility crisis presents a sober occasion to revisit them, given our accumulating … 
establish in a controlled experiment at Tufts University that undergrads in Computer Science …
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On the Development of an Open and Collaborative 
Bioinformatics Research Environment 2018 10.1016/j.procs.2018.08.043

This paper reports on the development of a self-sustaining and community-responsive platform that 
streamlines the wealth of available open Bioinformatics resources to accelerate multi-disciplinary 
collaboration and boost innovation in post-genomics biomedical research. Our approach adopts the 
principles of reproducible, reusable and remixable computer-aided research, and builds on top of state-
of-the-art concepts and converging technologies for simple, fast and scalable specification and 
execution of scientific workflows. The proposed platform enables innovative networking and community 
building among researchers, facilitates knowledge sharing and co-creation, assures better-informed 
collaboration, and expedites gaining of insights. Paying particular attention to the issues of data and 
research provenance and attribution, the platform integrates a set of innovative services for the 
management of research resources and competences. The overall approach ensures the 
interoperability of the abovementioned resources and services from a technical, conceptual and user 
interface point of view.
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Addressing reproducibility: Peer review, impact factors, 
checklists, guidelines, and reproducibility initiatives 2018 10.1016/B978-0-12-804725-5.00005-7

The biomedical research community has identified several approaches to address concerns regarding 
the lack of reproducibility in research. These include: improving the classical peer review (CPR) process 
via alternatives that can improve transparency and replace/supplement CPR stakeholder biases; open 
access publishing forums; alternatives to the Journal Impact Factor as improved metrics for researcher 
productivity; guidelines and checklists to improve the quality, transparency and reporting of data; and 
formal Reproducibility Initiatives (RIs) to replace the seminal process of scientific self-correction. While 
well intended, many of these initiatives have added to the existing problems while creating new ones. 
Furthermore, the outcomes from the RIs reported to date have been uniformly disappointing. Measures 
to improve reproducibility must focus on: improving training in best practices in experimental design, 
execution, and analysis that will aid in avoiding the persistence of behaviors detrimental to 
reproducibility while encouraging responsible research conduct.
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L Oakden-Rayner, 
AL Beam…

Medical journals should embrace preprints to address the 
reproducibility crisis 2018

Preprints can help detect flaws that might otherwise escape the notice of a conventional peer review 
process 

Epidemiol
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ACM
Curtis C,Grissom 
D,Brisk P A Compiler for Cyber-Physical Digital Microfluidic Biochips 2018 10.1145/3168826

Programmable microfluidic laboratories-on-a-chip (LoCs) offer the benefits of automation and 
miniaturization to the life sciences. This paper presents an updated version of the BioCoder language 
and a fully static (offline) compiler that can target an emerging class of LoCs called Digital Microfluidic 
Biochips (DMFBs), which manipulate discrete droplets of liquid on a 2D electrode grid. The BioCoder 
language and runtime execution engine leverage advances in sensor integration to enable 
specification, compilation, and execution of assays (bio-chemical procedures) that feature online 
decision-making based on sensory data acquired during assay execution. The compiler features a 
novel hybrid intermediate representation (IR) that interleaves fluidic operations with computations 
performed on sensor data. The IR extends the traditional notions of liveness and interference to fluidic 
variables and operations, as needed to target the DMFB, which itself can be viewed as a spatially 
reconfigurable array. The code generator converts the IR into the following: (1) a set of electrode 
activation sequences for each basic block in the control flow graph (CFG); (2) a set of computations 
performed on sensor data, which dynamically determine the result of each control flow operation; and 
(3) a set of electrode activation sequences for each control flow transfer operation (CFG edge). The 
compiler is validated using a software simulator which produces animated videos of realistic bioassay 
execution on a DMFB.

Domain-specific language, 
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PoP-GS R Haring, RJ Bell
Lack of research reproducibility, the rise of open science and 
the need for continuing education in research methods 2018 10.1080/13697137.2018.1476968

In this opinion piece, we discuss the issue of lack of reproducibility in medical research and the 
different approaches that are being taken to address this problem. One general approach involves 
much greater transparency including the pre-publication of a study protocol, analysis plan and analysis 
code as well as the ultimate sharing of data, doing away with the concept of the ‘single wrap-up 
publication’. The other change required is to support the training and mentorship of young researchers 
and ensure that they are not working in isolation. Medizin 1 1

PoP-GS

N Kafkafi, J 
Agassi, EJ 
Chesler, JC 
Crabbe…

Reproducibility and replicability of rodent phenotyping in 
preclinical studies 2018

The scientific community is increasingly concerned with the proportion of published “discoveries” that 
are not replicated in subsequent studies. The field of rodent behavioral phenotyping was one of the 
first to raise this concern, and to relate it to other methodological issues: the complex interaction 
between genotype and environment; the definitions of behavioral constructs; and the use of laboratory 
mice and rats as model species for investigating human health and disease mechanisms. In January 
2015, researchers from various disciplines gathered at Tel Aviv University to discuss these issues. The 
general consensus was that the issue is prevalent and of concern, and should be addressed at the 
statistical, methodological and policy levels, but is not so severe as to call into question the validity and 
the usefulness of model organisms as a whole. Well-organized community efforts, coupled with 
improved data and metadata sharing, have a key role in identifying specific problems and promoting 
effective solutions. Replicability is closely related to validity, may affect generalizability and translation 
of findings, and has important ethical implications. Medizin 1 1 1 1

PoP-GS
GP Sarma, NJ 
Hay, A Safron

AI safety and reproducibility: establishing robust foundations 
for the neuropsychology of human values 2018 10.1007/978-3-319-99229-7_45

We propose the creation of a systematic effort to identify and replicate key findings in neuropsychology 
and allied fields related to understanding human values. Our aim is to ensure that research 
underpinning the value alignment problem of artificial intelligence has been sufficiently validated to 
play a role in the design of AI systems.
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F Gomes, H 
Thakkar, A Lähde, 
B Verhaagen…

Is reproducibility inside the bag? Special issue fundamentals 
and applications of sonochemistry ESS-15 2018

In this paper we report our most recent attempts to tackle a notorious problem across several scientific 
activities from the ultrasonics sonochemical perspective: reproducibility of results. We provide 
experimental results carried out in three different laboratories, using the same ingredients: ultrasound 
and a novel cavitation reactor bag. The main difference between the experiments is that they are 
aimed at different applications, KI liberation and MB degradation; and exfoliation of two nanomaterials: 
graphene and molybdenum disulfide. Iodine liberation rates and methylene blue degradation were 
higher for the cases where a cavitation intensification bag was used. Similarly, improved dispersion and 
more polydisperse exfoliated layers of nanomaterials were observed in the intensified bags compared 
to plain ones. The reproducibility of these new experiments is compared to previous experimental 
results under similar conditions. Our main conclusion is that despite knowing and understanding most 
physicochemical phenomena related to the origins and effects of cavitation, there is still a long path 
towards reproducibility, both in one laboratory, and compared across different laboratories. As 
emphasized in the sonochemical literature, the latter clearly illustrates the complexity of cavitation as 
nonlinear phenomenon, whose quantitative estimation represents a challenging aspect. We also 
provide a list of procedural steps that can help improving reproducibility and scale-up efforts.
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A Cohain, AA 
Divaraniya, K Zhu, 
JR Scarpa…

Exploring the reproducibility of probabilistic causal molecular 
network models 2017 10.1142/10388

Network reconstruction algorithms are increasingly being employed in biomedical and life sciences 
research to integrate large-scale, high-dimensional data informing on living systems. One particular 
class of probabilistic causal networks being applied to model the complexity and causal structure of 
biological data is Bayesian networks (BNs). BNs provide an elegant mathematical framework for not 
only inferring causal relationships among many different molecular and higher order phenotypes, but 
also for incorporating highly diverse priors that provide an efficient path for incorporating existing 
knowledge. While significant methodological developments have broadly enabled the application of 
BNs to generate and validate meaningful biological hypotheses, the reproducibility of BNs in this 
context has not been systematically explored. In this study, we aim to determine the criteria for 
generating reproducible BNs in the context of transcription-based regulatory networks. We utilize two 
unique tissues from independent datasets, whole blood from the GTEx Consortium and liver from the 
Stockholm-Tartu Atherosclerosis Reverse Network Engineering Team (STARNET) study. We evaluated 
the reproducibility of the BNs by creating networks on data subsampled at different levels from each 
cohort and comparing these networks to the BNs constructed using the complete data. To help 
validate our results, we used simulated networks at varying sample sizes.
Our study indicates that reproducibility of BNs in biological research is an issue worthy of further 
consideration, especially in light of the many publications that now employ findings from such 
constructs without appropriate attention paid to reproducibility. We find that while edge-to-edge 
reproducibility is strongly dependent on sample size, identification of more highly connected key driver 
nodes in BNs can be carried out with high confidence across a range of sample sizes.

Biocomp
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PoP-GS C Knoth, D Nüst
Reproducibility and practical adoption of geobia with open-
source software in docker containers 2017

Geographic Object-Based Image Analysis (GEOBIA) mostly uses proprietary software, but the interest 
in Free and Open-Source Software (FOSS) for GEOBIA is growing. This interest stems not only from 
cost savings, but also from benefits concerning reproducibility and collaboration. Technical challenges 
hamper practical reproducibility, especially when multiple software packages are required to conduct an 
analysis. In this study, we use containerization to package a GEOBIA workflow in a well-defined FOSS 
environment. We explore the approach using two software stacks to perform an exemplary analysis 
detecting destruction of buildings in bi-temporal images of a conflict area. The analysis combines 
feature extraction techniques with segmentation and object-based analysis to detect changes using 
automatically-defined local reference values and to distinguish disappeared buildings from non-target 
structures. The resulting workflow is published as FOSS comprising both the model and data in a ready 
to use Docker image and a user interface for interaction with the containerized workflow. The 
presented solution advances GEOBIA in the following aspects: higher transparency of methodology; 
easier reuse and adaption of workflows; better transferability between operating systems; complete 
description of the software environment; and easy application of workflows by image analysis experts 
and non-experts. As a result, it promotes not only the reproducibility of GEOBIA, but also its practical 
adoption.
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PoP-GS
F Engel, A Keary, 
K Berwind… The role of reproducibility in affective computing 2017

The analysis of public policies, even when performed by the best non-partisan agencies, often lacks 
credibility (Manski, 2013). This allows policy makers to cherrypick between reports, or within a specific 
report, to select estimates that better match their beliefs. For example, in 2014 the Congressional 
Budget Office (CBO) produced a report on the effects of raising the minimum wage that was cited both 
by opponents and supporters of the policy, with each side accepting as credible only partial elements 
of the report. Lack of transparency and reproducibility (TR) in a policy report implies that its credibility 
relies on the reputation of the authors, and their organizations, instead of on a critical appraisal of the 
analysis. This dissertation translates to policy analysis solutions developed to address the lack of 
credibility in a different setting: the reproducibility crisis in science. I adapt the Transparency and 
Openness Promotion (TOP) guidelines (Nosek et al, 2015) F241
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PoP-GS FH de la Guardia
How Transparency and Reproducibility Can Increase 
Credibility in Policy Analysis 2017

The analysis of public policies, even when performed by the best non-partisan agencies, often lacks 
credibility (Manski, 2013). This allows policy makers to cherrypick between reports, or within a specific 
report, to select estimates that better match their beliefs. For example, in 2014 the Congressional 
Budget Office (CBO) produced a report on the effects of raising the minimum wage that was cited both 
by opponents and supporters of the policy, with each side accepting as credible only partial elements 
of the report. Lack of transparency and reproducibility (TR) in a policy report implies that its credibility 
relies on the reputation of the authors, and their organizations, instead of on a critical appraisal of the 
analysis.
This dissertation translates to policy analysis solutions developed to address the lack of credibility in a 
different setting: the reproducibility crisis in science. I adapt the Transparency and Openness 
Promotion (TOP) guidelines (Nosek et al, 2015) to the policy analysis setting. The highest standards 
from the adapted guidelines involve the use of two key tools: dynamic documents that combine all 
elements of an analysis in one place, and open source version control (git). I then implement these 
high standards in a case study of the CBO report mentioned above, and present the complete 
analysis in the form of an open-source dynamic document. In addition to increasing the credibility of 
the case study analysis, this methodology brings attention to several components of the policy analysis 
that have been traditionally overlooked in academic research, for example the distribution of the losses 
used to pay for the increase in wages. Increasing our knowledge in these overlooked areas may prove 
most valuable to an evidence-based policy debate.
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PoP-GS O Flórez-Vargas

Development of Strategies for Assessing Reporting in 
Biomedical Research: Moving Toward Enhancing 
Reproducibility 2016

… overcome–at least in part–the ongoing reproducibility crisis. … adapting to the world of computer 
science, but also for his … from the School of Computer Science for their support and …
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A Presbitero, V 
Krzhizhanovskaya, 
E Mancini… Reproducibility of Two Innate Immune System Models 2016 10.1007/978-3-319-49700-6_50

In this paper we present the first step towards the development of a mathematical model of human 
immune system for advanced individualized healthcare, where medication plan is fine-tuned for each 
patient to fit his conditions. We reproduce two representative models of the innate immune system. 
The first model by Rocha et al. describes the dynamics of the innate immune response by ordinary 
differential equations, focusing on LPS, neutrophils, resting macrophages, and activated 
macrophages. The second model by Pigozzo et al. describes the spatial dynamics of LPS, neutrophils, 
and pro-inflammatory cytokines by partial differential equations. We found that the results of the first 
model are fully reproducible. However, the second model is only partially reproducible. Several 
parameters had to be adjusted in order to reproduce the dynamics of the immune response: diffusion 
coefficients and the rates of LPS phagocytosis, cytokine production, neutrophils chemotaxis and 
apoptosis.243:243
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PoP-GS DR Janero

The reproducibility issue and preclinical academic drug 
discovery: educational and institutional initiatives fostering 
translation success 2016

10.1080/17460441.2016.121
2014

Introduction: Drug discovery depends critically upon published results from the academy. The 
reproducibility of preclinical research findings reported by academia in the peer-reviewed literature has 
been called into question, seriously jeopardizing the value of academic science for inventing 
therapeutics.
Areas covered: The corrosive effects of the reproducibility issue on drug discovery are considered. 
Purported correctives imposed upon academia from the outside deal mainly with expunging fraudulent 
literature and imposing punitive sanctions on the responsible authors. The salutary influence of such 
post facto actions on the reproducibility of discovery-relevant preclinical research data from academia 
appears limited. Rather, intentional doctoral-scientist education focused on data replicability and 
translationally-meaningful science and active participation of university entities charged with research 
innovation and asset commercialization toward ensuring data quality are advocated as key academic 
initiatives for addressing the reproducibility issue.
Expert opinion: A mindset shift on the part of both senior university faculty and the academy to take 
responsibility for the data reproducibility crisis and commit proactively to positive educational, 
incentivization, and risk- and reward-sharing practices will be fundamental for improving the value of 
published preclinical academic research to drug discovery. Medizin 1 1

PoP-GS JS Sherkow Patent law's reproducibility paradox 2016
… Clinical research faces a reproducibility crisis. Many recent clinical and preclinical studies appear to 
be irreproducible – their results cannot be verified by outside researchers. This is …

Patent 
law

ACM

Domínguez-Ríos 
MÁ,Chicano F,Alba 
E

Effective Anytime Algorithm for Multiobjective Combinatorial 
Optimization Problems 2021 10.1016/j.ins.2021.02.074

In multiobjective optimization, the result of an optimization algorithm is a set of efficient solutions from 
which the decision maker selects one. It is common that not all the efficient solutions can be computed 
in a short time and the search algorithm has to be stopped prematurely to analyze the solutions found 
so far. A set of efficient solutions that are well-spread in the objective space is preferred to provide the 
decision maker with a great variety of solutions. However, just a few exact algorithms in the literature 
exist with the ability to provide such a well-spread set of solutions at any moment: we call them anytime 
algorithms. We propose a new exact anytime algorithm for multiobjective combinatorial optimization 
combining three novel ideas to enhance the anytime behavior. We compare the proposed algorithm 
with those in the state-of-the-art for anytime multiobjective combinatorial optimization using a set of 480 
instances from different well-known benchmarks and four different performance measures: the overall 
non-dominated vector generation ratio, the hypervolume, the general spread and the additive epsilon 
indicator. A comprehensive experimental study reveals that our proposal outperforms the previous 
algorithms in most of the instances.

Well-spread non-dominated 
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ACM
Housley W,Albert 
S,Stokoe E Natural Action Processing 2019 10.1145/3363384.3363478

This position paper identifies a crucial opportunity for the reciprocal exchange of methods, data and 
phenomena between conversation analysis (CA), ethnomethodology (EM) and computer science (CS). 
Conventional CS classification of sentiment, tone of voice, or personality do not address what people 
do with language or the paired sequences that organize actions into social interaction. We argue that 
CA and EM can innovate and substantially enhance the scope of the dominant CS approaches to big 
interactional data if artificial intelligence-based natural language processing systems are trained using 
CA annotated data to do what we call natural action processing.

Ethnomethodology, 
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ACM
Mania H,Guy 
A,Recht B

Simple Random Search of Static Linear Policies is Competitive 
for Reinforcement Learning 2018

Model-free reinforcement learning aims to offer off-the-shelf solutions for controlling dynamical systems 
without requiring models of the system dynamics. We introduce a model-free random search algorithm 
for training static, linear policies for continuous control problems. Common evaluation methodology 
shows that our method matches state-of-the-art sample efficiency on the benchmark MuJoCo 
locomotion tasks. Nonetheless, more rigorous evaluation reveals that the assessment of performance 
on these benchmarks is optimistic. We evaluate the performance of our method over hundreds of 
random seeds and many different hyperparameter configurations for each benchmark task. This 
extensive evaluation is possible because of the small computational footprint of our method. Our 
simulations highlight a high variability in performance in these benchmark tasks, indicating that 
commonly used estimations of sample efficiency do not adequately evaluate the performance of RL 
algorithms. Our results stress the need for new baselines, benchmarks and evaluation methodology for 
RL algorithms. Fraglich

ACM
Wilsdorf P,Haack 
F,Uhrmacher AM Conceptual Models in Simulation Studies: Making It Explicit 2021

Conceptual models play an important role in conducting simulation studies. A formal or at least explicit 
specification of conceptual models is key for effectively exploiting them during simulation studies and 
thereafter, for interpreting and reusing the simulation results. However, the perception of conceptual 
models varies strongly and with it possible means for specification. A broad definition of the conceptual 
model, i.e., as a loose collection of early-stage products of the simulation study, holds the potential to 
unify existing definitions, but also poses specific challenges for specification. To approach these 
challenges, without claiming to be exhaustive, we identify a set of products, which includes research 
question, data, and requirements, and define relations and properties of these products. Based on a 
cell biological case study and a prototypical implementation, we show how the formal structuring of the 
conceptual model assists in building a simulation model. Fraglich

ACM
Melo DC,Maximo 
MR,da Cunha AM

Learning Push Recovery Behaviors for Humanoid Walking 
Using Deep Reinforcement Learning 2022 10.1007/s10846-022-01656-7

The development of a robust and versatile biped walking engine might be considered one of the 
hardest problems in Mobile Robotics. Even well-developed cities contains obstacles that make the 
navigation of these agents without a human assistance infeasible. Therefore, it is primordial that they 
be able to restore dynamically their own balance when subject to certain types of external 
disturbances. Thereby, this article contributes with a implementation of a Push Recovery controller that 
improves the walking engine’s performance used by a simulated humanoid agent from RoboCup 3D 
Soccer Simulation League environment. This work applies Proximal Policy Optimization in order to learn 
a movement policy in this simulator. Our learned policy was able to surpass the baselines with 
statistical significance. Finally, we propose two approaches based on Transfer Learning and Imitation 
Learning to achieve a final policy which performs well across an wide range disturbance directions.

Proximal policy optimization, 
Robotics, Deep 
reinforcement learning Fraglich

ACM Davis S,McGill MM
Growing an Inclusive Community of K-12 CS Education 
Researchers 2023 10.1145/3545945.3569725

A recent study found that there is a litany of unmet needs that are serving as barriers for the CS 
education research community to grow in depth and breadth, including ensuring that the community is 
representative of the teachers and students that are studied. Cultivating a diverse, equitable, inclusive, 
and accessible CSEd research community requires simultaneous bottom-up and top-down alignment 
on practice standards, professional development, and wellbeing for all constituents that is rooted in 
politicized trust and collective impact. For this position paper, we engaged in an expository writing 
process using a confirmatory and elucidating research design to contextualize quantitative and 
qualitative data reported from our previous study within related work. Our results indicate that there is a 
variety of researcher-centered, researcher-adjacent, and research-centered barriers in CS education 
that affect researchers' practice, and personal and professional identities. These results were validated 
by findings from research in other fields, such as education, psychology, and organizational change. 
These findings highlight the need for intentional changes to be made, both top-down and bottom-up, 
to sustain and grow the CS education research community in a way that equitably supports the 
evolving needs of a diverse set of students as well as the diverse set of researchers who study 
interventions.
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ACM

Jagadish 
H,Stoyanovich 
J,Howe B The Many Facets of Data Equity 2023 10.1145/3533425

Data-driven systems can induce, operationalize, and amplify systemic discrimination in a variety of 
ways. As data scientists, we tend to prefer to isolate and formalize equity problems to make them 
amenable to narrow technical solutions. However, this reductionist approach is inadequate in practice. 
In this article, we attempt to address data equity broadly, identify different ways in which it is manifest 
in data-driven systems, and propose a research agenda.
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ACM Feitelson DG
Considerations and Pitfalls for Reducing Threats to the 
Validity of Controlled Experiments on Code Comprehension 2022 10.1007/s10664-022-10160-3

Understanding program code is a complicated endeavor. As a result, studying code comprehension is 
also hard. The prevailing approach for such studies is to use controlled experiments, where the 
difference between treatments sheds light on factors which affect comprehension. But it is hard to 
conduct controlled experiments with human developers, and we also need to find a way to 
operationalize what “comprehension” actually means. In addition, myriad different factors can influence 
the outcome, and seemingly small nuances may be detrimental to the study’s validity. In order to 
promote the development and use of sound experimental methodology, we discuss both 
considerations which need to be applied and potential problems that might occur, with regard to the 
experimental subjects, the code they work on, the tasks they are asked to perform, and the metrics for 
their performance. A common thread is that decisions that were taken in an effort to avoid one threat 
to validity may pose a larger threat than the one they removed.
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ACM Neumann PG Risks to the Public 2022 10.1145/3561846.3561850

Edited by PGN (Risks Forum Moderator, with contributions by others as indicated. Opinions are 
individual rather than organizational, with usual disclaimers implied. We address problems relating to 
software, hardware, people, and other circumstances relevant to computer systems. References (R i j) 
to the online Risks Forum denote RISKS vol i number j. Cited RISKS items generally identify 
contributors and sources, together with URLs. Official RISKS archives are available at www.risks.org, 
with nice html formatting and search engine courtesy of Lindsay Marshall at Newcastle: 
http://catless.ncl.ac.uk/Risks/i.j.html (also ftp://www.sri.com/risks). CACM Inside Risks: 
http://www.csl.sri.com/neumann/insiderisks.html Fraglich

ACM
Oelen A,Stocker 
M,Auer S Crowdsourcing Scholarly Discourse Annotations 2021 10.1145/3397481.3450685

The number of scholarly publications grows steadily every year and it becomes harder to find, assess 
and compare scholarly knowledge effectively. Scholarly knowledge graphs have the potential to 
address these challenges. However, creating such graphs remains a complex task. We propose a 
method to crowdsource structured scholarly knowledge from paper authors with a web-based user 
interface supported by artificial intelligence. The interface enables authors to select key sentences for 
annotation. It integrates multiple machine learning algorithms to assist authors during the annotation, 
including class recommendation and key sentence highlighting. We envision that the interface is 
integrated in paper submission processes for which we define three main task requirements: The task 
has to be . We evaluated the interface with a user study in which participants were assigned the task 
to annotate one of their own articles. With the resulting data, we determined whether the participants 
were successfully able to perform the task. Furthermore, we evaluated the interface’s usability and the 
participant’s attitude towards the interface with a survey. The results suggest that sentence annotation 
is a feasible task for researchers and that they do not object to annotate their articles during the 
submission process.
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Yu SY,Chhetri 
SR,Canedo 
A,Goyal P,Al 
Faruque MA Pykg2vec: A Python Library for Knowledge Graph Embedding 2021

Pykg2vec is a Python library for learning the representations of the entities and relations in knowledge 
graphs. Pykg2vec's exible and modular software architecture currently implements 25 state-of-the-art 
knowledge graph embedding algorithms, and is designed to easily incorporate new algorithms. The 
goal of pykg2vec is to provide a practical and educational platform to accelerate research in 
knowledge graph representation learning. Pykg2vec is built on top of PyTorch and Python's 
multiprocessing framework and provides modules for batch generation, Bayesian hyperparameter 
optimization, evaluation of KGE tasks, embedding, and result visualization. Pykg2vec is released 
under the MIT License and is also available in the Python Package Index (PyPI).
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Suran S,Pattanaik 
V,Draheim D

Frameworks for Collective Intelligence: A Systematic Literature 
Review 2020 10.1145/3368986

Over the last few years, Collective Intelligence (CI) platforms have become a vital resource for learning, 
problem solving, decision-making, and predictions. This rising interest in the topic has to led to the 
development of several models and frameworks available in published literature. Unfortunately, most of 
these models are built around domain-specific requirements, i.e., they are often based on the intuitions 
of their domain experts and developers. This has created a gap in our knowledge in the theoretical 
foundations of CI systems and models, in general. In this article, we attempt to fill this gap by 
conducting a systematic review of CI models and frameworks, identified from a collection of 9,418 
scholarly articles published since 2000. Eventually, we contribute by aggregating the available 
knowledge from 12 CI models into one novel framework and present a generic model that describes CI 
systems irrespective of their domains. We add to the previously available CI models by providing a 
more granular view of how different components of CI systems interact. We evaluate the proposed 
model by examining it with respect to six popular, ongoing CI initiatives available on the Web.
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ACM Zhu Y,Wang YX
Improving Sparse Vector Technique with Renyi Differential 
Privacy 2020

The Sparse Vector Technique (SVT) is one of the most fundamental algorithmic tools in differential 
privacy (DP). It also plays a central role in the state-of-the-art algorithms for adaptive data analysis and 
model-agnostic private learning. In this paper, we revisit SVT from the lens of Renyi differential privacy, 
which results in new privacy bounds, new theoretical insight and new variants of SVT algorithms. A 
notable example is a Gaussian mechanism version of SVT, which provides better utility over the 
standard (Laplace-mechanism-based) version thanks to its more concentrated noise. Extensive 
empirical evaluation demonstrates the merits of Gaussian SVT over the Laplace SVT and other 
alternatives, which encouragingly suggests that using Gaussian SVT as a drop-in replacement could 
make SVT-based algorithms more practical in downstream tasks. Fraglich

PoP-GS B Thorpe
The Reprorubric: Evaluation Criteria for the Reproducibility of 
Computational Analyses 2019

… about different types of reproducibility, a more granular … which confirmation of computational 
reproducibility is automatically … – any given research project’s computational reproducibility. … Editorial

ACM Lawlor B
An Overview of the NFAIS 2016 Annual Conference: Data 
Sparks Discovery of Tomorrow’s Global Knowledge 2016 10.3233/ISU-160807

This paper provides an overview of the highlights of the 2016 NFAIS Annual Conference, Data Sparks 
Discovery of Tomorrow’s Global Knowledge, that was held in Philadelphia, PA from February 21–23, 
2016. The goal of the conference was to examine how data has risen in importance and is 
transforming all aspects of research – from funding policies through to reporting, publication, and 
archiving policies. Data literacy is an essential skill in today’s digital world and even new career paths 
have emerged – data scientist, data engineer, data librarian, etc. The conference raised both practical 
and philosophical issues regarding data management, use, and reuse, and provided a glimpse of what 
information services should look like in the future.
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DB Resnik, AE 
Shamoo Reproducibility and research integrity 2017 10.1080/08989621.2016.1257387

Reproducibility—the ability of independent researchers to obtain the same (or similar) results 
when repeating an experiment or test—is one of the hallmarks of good science (Popper …
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Reproducibility and Scientific Integrity of Big Data 
Research in Urban Public Health and Digital Epidemiology: 
A Call to Action 2023

… At the bottom of this reproducibility crisis lies growing … Addressing the reproducibility crisis 
is not only one step towards … other disciplines, such as computer science, the digital tech 
sector… Dublette

PoP-GS W Mauerer, S Klessinger…
Beyond the badge: Reproducibility engineering as a 
lifetime skill 2022

Ascertaining reproducibility of scientific experiments is receiving increased attention across 
disciplines. We argue that the necessary skills are important beyond pure scientific utility, and 
that they should be taught as part of software engineering (SWE) education. They serve a dual 
purpose: Apart from acquiring the coveted badges assigned to reproducible research, 
reproducibility engineering is a lifetime skill for a professional industrial career in computer 
science.
SWE curricula seem an ideal fit for conveying such capabilities, yet they require some 
extensions, especially given that even at flagship conferences like ICSE, only slightly more than 
one-third of the technical papers (at the 2021 edition) receive recognition for artefact 
reusability. Knowledge and capabilities in setting up engineering environments that allow for 
reproducing artefacts and results over decades (a standard requirement in many traditional en- 
gineering disciplines), writing semi-literate commit messages that document crucial steps of a 
decision-making process and that are tightly coupled with code, or sustainably taming dynamic, 
quickly changing software dependencies, to name a few: They all contribute to solving the 
scientific reproducibility crisis, and enable software engineers to build sustainable, long-term 
maintainable, software- intensive, industrial systems. We propose to teach these skills at the 
undergraduate level, on par with traditional SWE topics. Dublette

PoP-GS

OE Gundersen, S 
Shamsaliei, RJ 
Isdahl

Do machine learning platforms provide out-of-the-box 
reproducibility? 2022

Science is experiencing an ongoing reproducibility crisis. In light of this crisis, our objective is to 
investigate whether machine learning platforms provide out-of-the-box reproducibility. Our 
method is twofold: First, we survey machine learning platforms for whether they provide 
features that simplify making experiments reproducible out-of-the-box. Second, we conduct the 
exact same experiment on four different machine learning platforms, and by this varying the 
processing unit and ancillary software only. The survey shows that no machine learning platform 
supports the feature set described by the proposed framework while the experiment reveals 
statstically significant difference in results when the exact same experiment is conducted on 
different machine learning platforms. The surveyed machine learning platforms do not on their 
own enable users to achieve the full reproducibility potential of their research. Also, the machine 
learning platforms with most users provide less functionality for achieving it. Furthermore, 
results differ when executing the same experiment on the different platforms. Wrong 
conclusions can be inferred at the at 95% confidence level. Hence, we conclude that machine 
learning platforms do not provide reproducibility out-of-the-box and that results generated from 
one machine learning platform alone cannot be fully trusted.

ReproducibilityReproducible 
 AIMachine 
learningSurveyReproducibili
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PoP-GS CR Keefe
Improving In Silico Scientific Reproducibility with 
Provenance Replay Software 2022

… In order to keep the practice of science approachable and sustainable, we must also be willing 
to adopt direct remedies to the reproducibility crisis that benefit both the conduct of …
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PoP-GS J van Gemert and Structuring Machine Learning Reproducibility 2021
… of the reproducibility of research work, as done in other computer science domains such as … 
Having such a repository is well-suited for students and adds structure to reproducibility in … Dublette
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S Stewart, CR 
Pennington, G 
Silva, N Ballou, J 
Butler…

Reforms to improve reproducibility and quality must be 
coordinated across the research ecosystem: The view 
from the UKRN Local Network Leads 2021

Many disciplines are facing a “reproducibility crisis”, which has precipitated much discussion 
about how to improve research integrity, reproducibility, and transparency. A unified effort 
across all sectors, levels, and stages of the research ecosystem is needed to coordinate goals 
and reforms that focus on open and transparent research practices. Promoting a more positive 
incentive culture for all ecosystem members is also paramount. In this commentary, we—the 
Local Network Leads of the UK Reproducibility Network—outline our response to the UK House 
of Commons Science and Technology Committee’s inquiry on research integrity and 
reproducibility. We argue that coordinated change is needed to create (1) a positive research 
culture, (2) a unified stance on improving research quality, (3) common foundations for open and 
transparent research practice, and (4) the routinisation of this practice. For each of these areas, 
we outline the roles that individuals, institutions, funders, publishers, and Government can play 
in shaping the research ecosystem. Working together, these constituent members must also 
partner with sectoral and coordinating organisations to produce effective and long-lasting 
reforms that are fit-for-purpose and future-proof. These efforts will strengthen research quality 
and create research capable of generating far-reaching applications with a sustained impact on 
society.

Dublette 
(Preprint
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Ibáñez M

Replicability and Reproducibility in Evolutionary 
Optimization 2021 10.1145/3449726.3461405
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PoP-GS M Soleim
Reproducibility of the Top-Performing Methods in the M4 
Competition 2020

Reproducibility has recently received increased attention within artificial intelligence. Al- though 
it is claimed that artificial intelligence is having a reproducibility crisis, this is not yet confirmed 
about time series forecasting. This study aims to determine to what degree today’s research 
within the field of time series prediction is reproducible. An attempt to reproduce some of the 
methods from the M4 competition could fill this gap in the liter- ature. Ten of the top-
performing methods in the M4 competition have been attempted reproduced. The eight 
methods that were successfully rerun produced forecasts that were not equal to the original 
submissions, but still gave a score that did not change the order of the top-performing methods 
in the competition. Citation

ACM The Semantic Web – ISWC 2020: 19th International Semantic Web Conference, Athens, Greece, November 2–6, 2020, Proceedings, Part I2020
Sammel
band

ACM The Semantic Web – ISWC 2020: 19th International Semantic Web Conference, Athens, Greece, November 2–6, 2020, Proceedings, Part II2020
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ACM Artificial Intelligence in Education: 21st International Conference, AIED 2020, Ifrane, Morocco, July 6–10, 2020, Proceedings, Part I2020
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band

PoP-GS
EK Samota, RP 
Davey

Knowledge and attitudes among life scientists towards 
reproducibility within journal articles 2019

… and experience in bioinformatics and computer science. Encouraging and incentivising … the 
reproducibility crisis is to identify better (quantifiable) metrics of research reproducibility … Dublette

PoP-GS
R Isdahl, OE 
Gundersen

Out-of-the-box reproducibility: A survey of machine 
learning platforms 2019 andere Version

Even machine learning experiments that are fully conducted on computers are not necessarily 
reproducible. An increasing number of open source and commercial, closed source machine 
learning platforms are being developed that help address this problem. However, there is no 
standard for assessing and comparing which features are required to fully support 
reproducibility. We propose a quantitative method that alleviates this problem. Based on the 
proposed method we assess and compare the current state of the art machine learning 
platforms for how well they support making empirical results reproducible. Our results show 
that BEAT and Floydhub have the best support for reproducibility with Codalab and Kaggle as 
close contenders. The most commonly used machine learning platforms provided by the big tech 
companies have poor support for reproducibility.

Dublette 
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PoP-GS M Linde
PhD Proposal-Back to Bayesics: Solving the Reproducibility 
Crisis in Biomedicine 2019

De begeleider en/of auteur heeft geen toestemming gegeven tot het openbaar maken van de 
scriptie. The supervisor and/or the author did not authorize public publication of the thesis. …
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PoP-GS C Chen
Coding Be eR: Assessing and Improving the Reproducibility 
of R-Based Research With containR 2018 Citation

PoP-GS NG Nilsen Research method in AI: Reproducibility of results 2018 Citation

Taylor SJ,Eldabi 
T,Monks T,Rabe 
M,Uhrmacher AM

Crisis, What Crisis: Does Reproducibility in Modeling & 
Simulation Really Matter? 2018

How important it is to our discipline that we can reproduce the results of Modeling & Simulation 
(M&S) research? How important is it to be able to (re)use the models, data, and methods 
described in simulation publications to reproduce published results? Is it really that important or 
are the lessons and experiences described in a paper enough for us to build on the work of 
others? At the 2016 Winter Simulation Conference, a panel considered opinions on 
reproducibility in discrete-event simulation. This article builds on these and asks if there really is 
a reproducibility crisis in M&S? A diverse range of views on the subject are presented including 
reflections on the reproducibility in terms of the art and science of simulation, the frustrations of 
poor reproducibility, perspectives from the industrial production & logistics community, the 
wider context of open science and artefact sharing, and the role of provenance beyond 
reproducibility. Dublette

ACM

Franceschini 
R,Bisgambiglia 
PA,Hill DR

Reproducibility Study of a PDEVS Model Application to Fire 
Spreading 2018

The results of a scientific experiment have to be reproduced to be valid. The scientific method is 
well known in experimental sciences but it is not always the case for computer scientists. 
Recent publications and studies has shown that there is a significant reproducibility crisis in 
Biology and Medicine. This problem has also been demonstrated for hundreds of publications in 
computer science where only a limited set of publication results could be reproduced. In this 
paper we present the reproducibility challenge and we examine the reproducibility of a Parallel 
Discrete Event System Specification (PDEVS) model with two different execution frameworks.

simulation, fire-spreading, 
reproducibility, PDEVS Dublette
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M Pfeiffer

The state of reproducibility in the computational 
geosciences 2018

… As a result, the reproducibility crisis (Baker 2016) emerged due to irreproducible papers and 
flaws detected in published articles (cf. Benestad et al. 2016). To solve these technical and …

Dublette 
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PoP-GS
AL Plant, RJ 
Hanisch

Reproducibility and Replicability in Science, A Metrology 
Perspective 2018

Scientific progress requires the ability of scientists to build on the results produced by those who 
preceded them. Because of this, there is concern that irreproducible scientific results are being 
reported. We suggest that while reproducibility can be an important hallmark of good science, it 
is not often the most important indicator. The discipline of metrology, or measurement science, 
describes a measurement result as a value and the uncertainty around that value. We propose a 
systematic process for considering the sources of uncertainty in a scientific study that can be 
applied to virtually all disciplines of scientific research. We suggest that a research study can be 
characterized by how sources of uncertainty in the study are reported and mitigated. Such 
activities can add to the value of scientific results and the ability to share data effectively.

Dublette 
(Preprint
)
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A,Osborne 
F,Peroni 
S,Vahdati S

SAVE-SD 2017: Third Workshop on Semantics, Analytics 
and Visualisation: Enhancing Scholarly Data 2017 10.1145/3041021.3055257

The third edition of the Workshop on Semantics, Analytics and Visualisation: Enhancing Scholarly 
Data (SAVE-SD 2017) is taking place in Perth, Australia on the 3rd of April 2017, co-located with 
the 26th International World Wide Web Conference. The main goal of the workshop is to provide 
a venue for researchers, publishers and other companies to engage in discussions about 
semantics, analytics and visualisations on scholarly data.

www'17 co-located 
workshop
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PoP-GS FH de la Guardia

How transparency and reproducibility can increase 
credibility in policy analysis: A case study of the minimum 
wage policy estimate 2017

The analysis of public policies, even when performed by the best non-partisan
agencies, often lacks credibility (Manski, 2013). This allows policy makers to cherrypick
between reports, or within a specific report, to select estimates that better match
their beliefs. For example, in 2014 the Congressional Budget Office (CBO) produced
a report on the effects of raising the minimum wage that was cited both by opponents
and supporters of the policy, with each side accepting as credible only partial elements
of the report. Lack of transparency and reproducibility (TR) in a policy report implies
that its credibility relies on the reputation of the authors, and their organizations,
instead of on a critical appraisal of the analysis.
This dissertation translates to policy analysis solutions developed to address the
lack of credibility in a different setting: the reproducibility crisis in science. I adapt the
Transparency and Openness Promotion (TOP) guidelines (Nosek et al, 2015) to the
policy analysis setting. The highest standards from the adapted guidelines involve the
use of two key tools: dynamic documents that combine all elements of an analysis in one
place, and open source version control (git). I then implement these high standards in
a case study of the CBO report mentioned above, and present the complete analysis in
the form of an open-source dynamic document. In addition to increasing the credibility
of the case study analysis, this methodology brings attention to several components of
the policy analysis that have been traditionally overlooked in academic research, for
example the distribution of the losses used to pay for the increase in wages. Increasing
our knowledge in these overlooked areas may prove most valuable to an evidence-based
policy debate. Dublette
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A Urkullu 
Villanueva, A 
Pérez Martínez…

Statistical model for the reproducibility in ranking based 
feature selection 2017

The stability of feature subset selection algorithms has become crucial in real-world problems 
due to the need for consistent experimental results across different replicates. Specifically, in 
this paper, we analyze the reproducibility of ranking-based feature subset selection algorithms. 
When applied to data, this family of algorithms builds an ordering of variables in terms of a 
measure of relevance. In order to quantify the reproducibility of ranking-based feature subset 
selection algorithms, we propose a model that takes into account all the different sized subsets 
of top-ranked features. The model is fitted to data through the minimization of an error function 
related to the expected values of Kuncheva’s consistency index for those subsets. Once it is 
fitted, the model provides practical information about the feature subset selection algorithm 
analyzed, such as a measure of its expected reproducibility or its estimated area under the 
receiver operating characteristic curve regarding the identification of relevant features. We test 
our model empirically using both synthetic and a wide range of real data. The results show that 
our proposal can be used to analyze feature subset selection algorithms based on rankings in 
terms of their reproducibility and their performance. Dublette
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PhD proposal: A standardized behavioural battery to test 
new pharmacological compounds on rodent models: a 
step to tackle the reproducibility crisis. 2017

De begeleider en/of auteur heeft geen toestemming gegeven tot het openbaar maken van de 
scriptie. The supervisor and/or the author did not authorize public publication of the thesis. …
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PoP-GS B Ludäscher
Computational Reproducibility vs Transparency: Is it FAIR 
enough? Citation

PoP-GS ARRNU Docker Part I: Practicing Reproducibility

… reproducibility is perhaps the key foundational skill for scientific computing. Perhaps most 
importantly, working towards computational reproducibility … computational reproducibility 
helps …
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JS Sansone, J 
Tijdink, T 
Vergoulis

TIER2: enhancing Trust, Integrity and Efficiency in 
Research through next-level Reproducibility

Lack of reproducibility of research results has become a major theme in recent years. As we 
emerge from the COVID-19 pandemic, economic pressures and exposed consequences of lack of 
societal trust in science make addressing reproducibility of urgent importance. TIER2 is a new 
international project funded by the European Commission under their Horizon Europe 
programme. Covering three broad research areas (social, life and computer sciences) and two 
cross-disciplinary stakeholder groups (research publishers and funders) to systematically 
investigate reproducibility across contexts, TIER2 will significantly boost knowledge on 
reproducibility, create tools, engage communities, implement interventions and policy across 
different contexts to increase re-use and overall quality of research results in the European 
Research Area and global R&I, and consequently increase trust, integrity and efficiency in 
research.

Open Science, 
Reproducibility, Research 
quality, Epistemic diversity, 
Tools and practices, Policy 
intervention, EOSC, 
Reproducibility Networks, 
Community engagement Dublette
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Defintion der Themencluster
Die Definitionen erläutern, wie die Titel der Themencluster zu verstehen sind, um die Zuordnung der Studien nachvollziehbar machen.
Die Kategorisierung erfolgte nach Abschluss der Themenidentifizierung.

Clustertitel Kategorie Definition
Anreize Gründe Materielle und immaterielle Belohnungen, die Forschende motivieren oder demotivieren, ihre Arbeit reproduzierbar zu machen
Methoden-, Daten- und Ergebnistransparenz Gründe Bereitstellung aller notwendigen Informationen und Inhalte, um die Forschungsarbeit reproduzierbar zu machen
Publikationskultur Gründe Bedingungen und Strukturen de wissenschaftlichen Publizierens, die die Reproduzierbarkeit von Forshcung positiv oder negativ beeinflussen
Methodenkompetenz (Reproduzierbarkeit) Kompetenzen Fähigkeiten und Kenntnisse der Forschenden in Bezug auf Methoden, Praxen und Werkzeuge, die Reproduzierbarkeit von Forschung sicherstellen
Methodenkompetenz (wiss.) Kompetenzen Fähigkeiten und Kenntnisse von Forschenden in Bezug auf disziplinspezifische und allgemeine wissenschaftliche Methoden, z. B. statistische Auswertung
Lehre & Weiterbildung Kompetenzen Rolle, Aufgaben, Desiderata von Lehre und Weiterbildung bei der Implementierung guter wissenschaftlicher Praxis in puncto Reproduzierbarkeit 
Data excellence Kompetenzen Einfluss der Datenqualität auf die Reproduzierbarkeit von Forschung
Tools/Kriterien/Benchmarking zur Evaluation Werkzeuge Werkzeuge, Hilfsmittel und Metriken, mit deren Hilfe reproduzierbare Forschung sichergestellt und messbar gemacht werden kann
Infrastruktur Werkzeuge Präsentation von, Forschung zu und Bedarf an Anlaufstellen, Plattformen und Services, die reproduzierbare Forschung unterstützen
Begutachtung Strukturen Abläufe, Verantwortlichkeiten und Methoden des Reviewing-Prozesses, die die Reproduzierbarkeit von Forschung positiv oder negativ beeinflussen
Policies Strukturen Leitlinien, die Rahmenbedingungen zur Reproduzierbarkeit von Forschung vorgeben
Fördergelder Strukturen Mittelbedarf für die Erforschung von Reproduzierbarkeit und die Schaffung von Infrastrukturen für reproduzierbare Forschung 
Definition Grundlagen Inhaltliche Bestimmung der grundlegenden Begriffe in der Diskussion um reproduzierbare Forschung
Metadaten, Ontologien, Standards, Modelle Grundlagen Standardisierung als Grundlage für reproduzierbare Forschung
Grundsatzfragen Grundlagen Epistemischer Wert von Reproduzierbarkeit, Beitrag zur Theoriebildung und zum wissenschaftlichen Fortschritt

Quantifizierung Themen

Thema Anzahl Studien
Methoden-, Daten- und Ergebnistransparenz 92
Tools/Kriterien/benchmarking zur Evaluation 86
Infrastruktur 60
Policies 43
Methodenkompetenz (Reproduzierbarkeit) 41
Anreize 33
Publikationskultur 33
Methodenkompetenz (wiss.) 32
Metadaten, Ontologien, Standards, Modelle 32
Lehre & Weiterbildung 29
Grundsatzfragen 23
Data excellence 16
Definition 16
Begutachtung 14
Fördergelder 3
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PoP-GS

GM Di 
Nunzio, R 
Minzoni

A Thorough 
Reproducibility 
Study on 
Sentiment 
Classification: 
Methodology, 
Experimental 
Setting, Results 2023 https://www.mdpi.com/2078-2489/14/2/76/pdf

A survey published by Nature in 2016 revealed that more than 70% of researchers failed in their attempt to reproduce 
another researcher’s experiments, and over 50% failed to reproduce one of their own experiments; a state of affairs that has 
been termed the ‘reproducibility crisis’ in science. 
The purpose of this work is to contribute to the field by presenting a reproducibility study of a Natural Language Processing 
paper about “Language Representation Models for Fine-Grained Sentiment Classification”. A thorough analysis of the 
methodology, experimental setting, and experimental results are presented, leading to a discussion of the issues and the 
necessary steps involved in this kind of study. NLP

Einzel-Reproduktionsstudie als 
Fallbeispiel

PoP-GS
S Samuel, D 
Mietchen

Computational 
reproducibility 
of Jupyter 
notebooks 
from 
biomedical 
publications 2022 https://arxiv.org/pdf/2209.04308

Jupyter notebooks allow to bundle executable code with its documentation and output in one interactive environment, and 
they represent a popular mechanism to document and share computational workflows, including for research publications. 
Here, we analyze the computational reproducibility of 9625 Jupyter notebooks from 1117 GitHub repositories associated with 
1419 publications indexed in the biomedical literature repository PubMed Central. 8160 of these were written in Python, 
including 4169 that had their dependencies declared in standard requirement files and that we attempted to re-run 
automatically. For 2684 of these, all declared dependencies could be installed successfully, and we re-ran them to assess 
reproducibility. Of these, 396 notebooks ran through without any errors, including 245 that produced results identical to those 
reported in the original. Running the other notebooks resulted in exceptions. We zoom in on common problems and practices, 
highlight trends and discuss potential improvements to Jupyter-related workflows associated with biomedical publications. Biomedizin

Jupyter Notebooks; 
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C Riedel, H 
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Including data 
management 
in research 
culture 
increases the 
reproducibility 
of scientific 
results 2022 https://dl.gi.de/bitstream/handle/20.500.12116/39468/hs2032_03.pdf?sequence=1&isAllowed=y

Reproducible research results are among the pillars of sustainable science, and considerable progress has been achieved in 
this direction recently. However, there is much room for improvement across the research communities. Here we analyze the 
reproducibility of 108 publications from an interdisciplinary Collaborative Research Center on applied mathematics in various 
scientific fields. Based on a previous reproducibility study in hydrology, we identify the rate of reproducible scientific results 
and why reproducibility fails. We identify the main problems that hinder reproducible results and relate them to previous 
interventions targeting the research culture of reproducible scientific findings. Thus, the success of our measures can be 
estimated, and specific recommendations for future work can be derived. In our study, the number of publications that allow 
for at least partly reproducible research results increased over time. However, we see an ongoing need for directives and 
support in research data management among research communities since issues concerning data accessibility and quality 
limit the reproducibility of scientific results. We argue that our results are representative of other interdisciplinary research 
areas.
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RG Curty, JS 
Lee, W 
Chang, TH 
Kao…

Practicing 
What is 
Preached: 
Exploring 
Reproducibility 
Compliance of 
Papers on 
Reproducible 
Research 2022 10.1007/978-3-030-96957-8_23

Motivated by the growing importance of both scientific transparency and accountability in the open science context, this 
study examines a series of papers on the topic of reproducible research and its alignment with open and transparent 
practices that are critical for research reproducibility. We screened an initial pool of 250 documents retrieved from Google 
Scholar that resulted in a final corpus of 19 articles used for further analyses. We adopted a checklist developed based on the 
Transparency and Openness Promotion (TOP) Guidelines and thus reported the results following six TOP dimensions: 1) data 
citation; 2) data, code, and additional documentation transparency; 3) design and analysis transparency; 4) pre-registration of 
studies; 5) pre-registration of analysis plans, and 6) replication. Preliminary findings have shown that most papers have made 
the underlying data, code, and documentation altogether available for reuse, primarily through generalist repositories. Some 
authors have used disciplinary conventions to produce research reports for disclosing key aspects of the research design and 
data analysis. Contrariwise, we observe that there is still room for improvement in current data citation practices, given that 
most papers do not correctly attribute the datasets they reused.
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Fasciglione, 
M Leotta, A 
Verri

Reproducibility 
in Activity 
Recognition 
Based on 
Wearable 
Devices: a 
Focus on Used 
Datasets 2022 https://ieeexplore.ieee.org/iel7/9945068/9945069/09945344.pdf

Reproducibility of proposed approaches is a crucial element in scientific fields, in order to let other researchers trust 
published works. Moreover, in order to let authors compare the effectiveness of a novel method to the state of the art, 
benchmark datasets should be commonly used.
Concentrating on the task of activity recognition using data coming from wearable devices with inertial sensors, we have 
analyzed the reproducibility of proposed approaches with a focus on used datasets. In this work, with a literature review, we 
have measured what percentage of works in the literature verified their approach using public datasets or sharing the ones 
created on purpose. At the same time, we have also examined the characteristics of considered datasets, with attention to 
the amount of data recorded, involved population, and studied activities.
Starting from 1289 works retrieved on Scopus, we analyzed in detail 146 of them and found out that approximately one out 
of three (∼33%) used public datasets and that less than one out of three (∼28%) of the specially made datasets were shared 
with the public. Moreover, considering all the examined datasets, 13% of them had restricted access (e.g. requiring requests 
to authors or subscriptions to websites for a fee) or were offline.
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PoP-GS
X Xiong, I 
Cribben

The state of 
play of 
reproducibility 
in Statistics: 
an empirical 
analysis 2022 10.1080/00031305.2022.2131625

Reproducibility, the ability to reproduce the results of published papers or studies using their computer code and data, is a 
cornerstone of reliable scientific methodology. Studies where results cannot be reproduced by the scientific community 
should be treated with caution. Over the past decade, the importance of reproducible research has been frequently stressed 
in a wide range of scientific journals such as Nature and Science and international magazines such as The Economist. 
However, multiple studies have demonstrated that scientific results are often not reproducible across research areas such as 
psychology and medicine. Statistics, the science concerned with developing and studying methods for collecting, analyzing, 
interpreting and presenting empirical data, prides itself on its openness when it comes to sharing both computer code and 
data. In this paper, we examine reproducibility in the field of statistics by attempting to reproduce the results in 93 published 
papers in prominent journals utilizing functional magnetic resonance imaging (fMRI) data during the 2010-2021 period. 
Overall, from both the computer code and the data perspective, among all the 93 examined papers, we could only reproduce 
the results in 14 (15.1%) papers, that is, the papers provide both executable computer code (or software) with the real fMRI 
data, and our results matched the results in the paper. Finally, we conclude with some author-specific and journal-specific 
recommendations to improve the research reproducibility in statistics. Statistik
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Reproducibility 
efforts as a 
teaching tool: A 
pilot study 2022 https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1010615

The “replication crisis” is a methodological problem in which many scientific research findings have been difficult or impossible to 
replicate. Because the reproducibility of empirical results is an essential aspect of the scientific method, such failures endanger the 
credibility of theories based on them and possibly significant portions of scientific knowledge. An instance of the replication crisis, 
analytic replication, pertains to reproducing published results through computational reanalysis of the authors’ original data. However, 
direct replications are costly, time-consuming, and unrewarded in today’s publishing standards. We propose that bioinformatics and 
computational biology students replicate recent discoveries as part of their curriculum. Considering the above, we performed a pilot 
study in one of the graduate-level courses we developed and taught at our University. The course is entitled Intro to R Programming 
and is meant for students in our Master’s and PhD programs who have little to no programming skills. As the course emphasized real-
world data analysis, we thought it would be an appropriate setting to carry out this study. The primary objective was to expose the 
students to real biological data analysis problems. These include locating and downloading the needed datasets, understanding any 
underlying conventions and annotations, understanding the analytical methods, and regenerating multiple graphs from their assigned 
article. The secondary goal was to determine whether the assigned articles contained sufficient information for a graduate-level 
student to replicate its figures. Overall, the students successfully reproduced 39% of the figures. The main obstacles were the need 
for more advanced programming skills and the incomplete documentation of the applied methods. Students were engaged, 
enthusiastic, and focused throughout the semester. We believe that this teaching approach will allow students to make fundamental 
scientific contributions under appropriate supervision. It will teach them about the scientific process, the importance of reporting 
standards, and the importance of openness.
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PoP-GS M Siebert

Reproducibility 
in therapeutic 
research: a 
survey on data 
sharing in the 
biomedical 
literature and 
clinical trials in 
marketing 
authorizations 2022 https://theses.hal.science/tel-03676649/document

Several researchers in biomedicine have described a reproducibility crisis. Various open science practices may maximize 
reproducibility. This thesis focuses on data sharing and its extent in the biomedical sciences. In the first part, we wanted to explore 
the implementation of the data sharing policy of the International Committee of Medical Journal Editors (ICMJE), which came into 
effect in July 2018. Implementation of the data sharing requirements in journal policies was suboptimal for ICMJE member journals 
and poor for ICMJE affiliated journals. In a second step, we conducted a scoping review to explore the impact of data-sharing 
initiatives on the intent to share data, actual data sharing, use of shared data, and research output and impact of shared data. We 
concluded that there is currently a gap in the evidence base regarding the impact of sharing individual patient data, resulting in 
uncertainties in implementing current data sharing policies. Researchers have high intentions to share data but rarely do so. In the 
third part of the thesis, the emphasis was on transparency regarding clinical trials in drug regulatory frameworks. We tried to reanalyze 
62 studies marked as main trials in marketing authorization applications. Our results showed that individual patient data was available 
for only 10 of 62 trials (16.1%). The clear message from this research is that clinical trial data for licensed drugs remains inaccessible 
to the public and the research community. Importantly, re-analyzes of the few trials with available data showed good reproducibility. In 
the final part, we suggest ideas on advancing open science methods in drug regulatory contexts. In summary, we concluded that 
sharing data in the biomedical literature is substandard. The main factors are the absence of mandatory data sharing policies on 
journals, publishers, and regulatory agencies. Adequate policies need to be implemented. Biomedicine Datenverfügbarkeit

10/62 (Daten 
vollständig 
verfügbar)

PoP-GS

SJ Wagner, C 
Matek, SS 
Boushehri, M 
Boxberg…

Built to last? 
Reproducibility 
and Reusability 
of Deep 
Learning 
Algorithms in 
Computational 
Pathology 2022 10.1101/2022.05.15.22275108.abstract

Recent progress in computational pathology has been driven by deep learning. While code and data availability are essential to 
reproduce findings from preceding publications, ensuring a deep learning model’s reusability is more challenging. For that, the 
codebase should be well-documented and easy to integrate in existing workflows, and models should be robust towards noise and 
generalizable towards data from different sources. Strikingly, only a few computational pathology algorithms have been reused by 
other researchers so far, let alone employed in a clinical setting.
To assess the current state of reproducibility and reusability of computational pathology algorithms, we evaluated peer-reviewed 
articles available in Pubmed, published between January 2019 and March 2021, in five use cases: stain normalization, tissue type 
segmentation, evaluation of cell-level features, genetic alteration prediction, and direct extraction of grading, staging, and prognostic 
information. We compiled criteria for data and code availability, and for statistical result analysis and assessed them in 161 
publications. We found that only one quarter (42 out of 161 publications) made code publicly available and thus fulfilled our minimum 
requirement for reproducibility and reusability. Among these 42 papers, three quarters (30 out of 42) analyzed their results 
statistically, less than half (20 out of 42) have released their trained model weights, and only about a third (16 out of 42) used an 
independent cohort for evaluation.
This review highlights candidates for reproducible and reusable algorithms in computational pathology. It is intended for both 
pathologists interested in deep learning, and researchers applying deep learning algorithms to computational pathology challenges. 
We provide a list of reusable data handling tools and a detailed overview of the publications together with our criteria for 
reproducibility and reusability. Pathology

Codeverfügbarkeit; 
Datenverfügbarkeit; 
Methodenverfügbarkeit; 
Parameterverfügbarkeit

42/161
n/a
30/42
20/42



PoP-GS
EK Samota, 
RP Davey

Knowledge 
and attitudes 
among life 
scientists 
toward 
reproducibility 
within journal 
articles: a 
research survey 2021

10.3389/frma.2021.678
554

We constructed a survey to understand how authors and scientists view the issues around reproducibility, focusing on 
interactive elements such as interactive figures embedded within online publications, as a solution for enabling the 
reproducibility of experiments. We report the views of 251 researchers, comprising authors who have published in eLIFE 
Sciences, and those who work at the Norwich Biosciences Institutes (NBI). The survey also outlines to what extent 
researchers are occupied with reproducing experiments themselves. Currently, there is an increasing range of tools that 
attempt to address the production of reproducible research by making code, data, and analyses available to the community 
for reuse. We wanted to collect information about attitudes around the consumer end of the spectrum, where life scientists 
interact with research outputs to interpret scientific results. Static plots and figures within articles are a central part of this 
interpretation, and therefore we asked respondents to consider various features for an interactive figure within a research 
article that would allow them to better understand and reproduce a published analysis. The majority (91%) of respondents 
reported that when authors describe their research methodology (methods and analyses) in detail, published research can 
become more reproducible. The respondents believe that having interactive figures in published papers is a beneficial 
element to themselves, the papers they read as well as to their readers. Whilst interactive figures are one potential solution 
for consuming the results of research more effectively to enable reproducibility, we also review the equally pressing technical 
and cultural demands on researchers that need to be addressed to achieve greater success in reproducibility in the life 
sciences.

Lebenswiss
enschaften

Einstellungen von Forschenden zu 
Reproduzierbarkeit

ACM Li Z

Stop Building 
Castles on a 
Swamp! The 
Crisis of 
Reproducing 
Automatic 
Search in 
Evidence-
Based 
Software 
Engineering 2021 10.1109/ICSE-NIER52604.2021.00012

The evidence-based approach has increasingly been employed to synthesize empirical findings from the primary research in 
software engineering. Nevertheless, the reproducibility of evidence-based software engineering (EBSE) studies seems to be 
underemphasized. In our investigation into the automatic search of 311 sample studies, more than 50% of the search strings 
are not reusable; about 87.5% of the search activities (e.g., search field settings) are unrepeatable; and more than 95% of the 
whole automatic search implementations are unreproducible. Considering that searching is a cornerstone of an EBSE study, 
we are afraid that the reproducibility of the current secondary research could be worse than we can imagine. By analyzing 
and reporting the root causes of the aforementioned observations, we urge collaboration and cooperation among all the 
stakeholders in our community to improve the research reproducibility in EBSE. IR; EBSE

Metastudien;
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Suchdesign

50/100
12,5/100
5/100
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J 
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A GLIMPSE 
INTO THE 
REPRODUCIBIL
ITY OF 
SCIENTIFIC 
PAPERS IN 
MOVEMENT 
ECOLOGY: 
HOW ARE WE 
DOING? 2021 https://mablab.org/publication/Poongavanan_2021_MS.pdf

Reproducibility is the earmark of science and thus Movement Ecology as well. However, studies in disciplines such as biology and 
geosciences have shown that published work is rarely reproducible. Ensuring reproducibility is not a mandatory part of the research 
process and thus there are no clear procedures in place to assess the reproducibility of scientific articles. In this study we put forward 
a reproducibility workflow scoring sheet based on six criteria that lead to successful reproducible papers. The reproducibility workflow 
can be used by authors to evaluate the reproducibility of their studies before publication and reviewers to evaluate the reproducibility 
of scientific papers. To assess the state of reproducibility in Movement Ecology, we attempted to reproduce the results from 
Movement Ecology papers that use behavioral pattern identification methods. We selected 75 papers published in several journals 
from 2010- 2020. According to our proposed reproducibility workflow, sixteen studies reflected at least some reproducibility (scores ≥ 
4). In particular, we were only able to obtain the data for 16 out of 75 papers. Out of these, a minority of papers also provided code 
with the data (6 out of the 16 studies). Out of the 6 studies that made both data and code available, only four studies reflected a 
high level of reproducibility (scores ≥ 9) owing it to good code annotation and execution. Based on our findings, we proposed 
guidelines for authors, journals and academic institutions to enhance the state of reproducibility in Movement Ecology. Ökologie

Datenverfügbarkeit;
Codeverfügbarkeit;
Ergebnisreproduktion

16/75
6/75
4/75

PoP-GS
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McDermott, S 
Wang, N 
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Reproducibility 
in machine 
learning for 
health 
research: Still a 
ways to go 2021 10.1126/scitranslmed.abb1655

Machine learning for health must be reproducible to ensure reliable clinical use. We evaluated 511 scientific papers across several 
machine learning subfields and found that machine learning for health compared poorly to other areas regarding reproducibility 
metrics, such as dataset and code accessibility. We propose recommendations to address this problem. Medizin

ML; 
Ergebnisreproduktion n/a

PoP-GS
M Ferrari 
Dacrema

An assessment 
of 
reproducibility 
and 
methodological 
 issues in 
neural 
recommender 
systems 
research 2020 https://www.politesi.polimi.it/bitstream/10589/169431/1/FerrariDacrema%20An%20assessment%20of%20reproducibility%20in%20RS.pdf

The design of algorithms that generate personalized ranked item lists is a central topic of research in the field of 
recommender systems. In recent years, in particular, the interest of the research community has moved towards neural 
approaches based on deep learning, which have become dominant in the literature. Since each of those publications claims 
substantial progress over the state-of-the-art, it seems logical to expect the research field to be on a steady trajectory of 
increased effectiveness. However, several studies indicated the existence of certain problems in today’s research practice, 
e.g., with respect to the choice and optimization of the baselines used for comparison or to the design of the experimental 
protocol itself, raising questions about the published claims. In order to assess the level of progress, reproducibility and the 
existence of issues in the current recommender systems research practice, this thesis attempts to reproduce recent results in 
the area of neural recommendation approaches based on collaborative filtering. The analysis in particular focuses on articles 
published at high level scientific conferences between 2015 and 2018. The results is that out of 24 articles, only 12 can be 
reproduced and only 1 shows to be consistently competitive against simple methods, e.g., based on the nearest- neighbor 
heuristics or linear machine learning. In our analysis, we discuss this surprising result and trace it back to several common 
issues in today’s research practice, which, despite the many papers that are published on the topic, have apparently led the 
recommender system field, for the task considered in our analysis, to a certain level of stagnation. DL

Recommendersysteme;
Evaluationsmetriken
Ergebnisreproduktion 12/24



ACM

Bonneel 
N,Coeurjolly 
D,Digne 
J,Mellado N

Code 
Replicability in 
Computer 
Graphics 2020 10.1145/3386569.3392413

Being able to duplicate published research results is an important process of conducting research whether to build upon 
these findings or to compare with them. This process is called "replicability" when using the original authors' artifacts (e.g., 
code), or "reproducibility" otherwise (e.g., re-implementing algorithms). Reproducibility and replicability of research results 
have gained a lot of interest recently with assessment studies being led in various fields, and they are often seen as a trigger 
for better result diffusion and transparency. In this work, we assess replicability in Computer Graphics, by evaluating whether 
the code is available and whether it works properly. As a proxy for this field we compiled, ran and analyzed 151 codes out of 
374 papers from 2014, 2016 and 2018 SIGGRAPH conferences. This analysis shows a clear increase in the number of papers 
with available and operational research codes with a dependency on the subfields, and indicates a correlation between code 
replicability and citation count. We further provide an interactive tool to explore our results and evaluation data.

Computer 
Graphics

Codeverfügbarkeit;
Codereproduzierbarkeit;
Zitationshäufigkeit;
Zeitliche Entwicklung

151/374
133/374

PoP-GS
C Liem, A 
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Run, forest, 
run? on 
randomization 
and 
reproducibility 
in predictive 
software 
engineering 2020 https://arxiv.org/pdf/2012.08387

Machine learning (ML) has been widely used in the literature to automate software engineering tasks. However, ML 
outcomes may be sensitive to randomization in data sampling mechanisms and learning procedures. To understand whether 
and how researchers in SE address these threats, we surveyed 45 recent papers related to three predictive tasks: defect 
prediction (DP), predictive mutation testing (PMT), and code smell detection (CSD). We found that less than 50% of the 
surveyed papers address the threats related to randomized data sampling (via multiple repetitions); only 8% of the papers 
address the random nature of ML; and parameter values are rarely reported (only 18% of the papers). To assess the severity 
of these threats, we conducted an empirical study using 26 real-world datasets commonly considered for the three predictive 
tasks of interest, considering eight common supervised ML classifiers. We show that different data resamplings for 10-fold 
cross-validation lead to extreme variability in observed performance results. Furthermore, randomized ML methods also 
show non-negligible variability for different choices of random seeds. More worryingly, performance and variability are 
inconsistent for different implementations of the conceptually same ML method in different libraries, as also shown through 
multi-dataset pairwise comparison. To cope with these critical threats, we provide practical guidelines on how to validate, 
assess, and report the results of predictive methods. ML

Randomisierte Datenverteilung;
Randomness ML-Workflow
Parameterverfügbarkeit

<50%
8%
18%

PoP-GS
C Willis, V 
Stodden

Trust but 
verify: How to 
leverage 
policies, 
workflows, 
and 
infrastructure 
to ensure 
computational 
reproducibility 
in publication 2020 https://hdsr.duqduq.org/pub/f0obb31j?readingCollection=bf6d588c

This article distills findings from a qualitative study of seven reproducibility initiatives to enumerate nine key decision points 
for journals seeking to address concerns about the quality and rigor of computational research by expanding the peer review 
and publication process. We evaluate our guidance in light of the recent National Academies of Science, Engineering, and 
Medicine (NASEM, 2019) report on Reproducibility and Replicability in Science recommendation for journal reproducibility 
audits. We present 10 findings that clarify how reproducibility initiatives contend with a variety of social and technical 
factors, including significant gaps in editorial infrastructure and a lack of uniformity in how research artifacts are packaged 
for dissemination. We propose and define a novel concept of assessable reproducible research artifacts and point the way to 
an improved understanding of how changes to author incentives and dissemination requirements impact the quality, rigor, 
and trustworthiness of published computational research.

Metawisse
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A Systematic 
Analysis of 
User 
Evaluations in 
Security 
Research 2019 10.1145/3339252.3340339

We conducted a literature survey on reproducibility and replicability of user surveys in security research. For that purpose, we 
examined all papers published over the last five years at three leading security research conferences and recorded the type of 
study and whether the authors made the underlying responses available as open data, as well as if they published the used 
questionnaire respectively interview guide. We uncovered how user surveys become more widespread in security research 
and how authors and conferences are increasingly publishing their methodologies, while we had no examples of data being 
made available. Based on these findings, we recommend that future researchers publish their data in addition to their results 
to facilitate replication and ensure a firm basis for user studies in security research.
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M Konkol, C 
Kray, M 
Pfeiffer

Computational 
reproducibility in 
geoscientific 
papers: Insights 
from a series of 
studies with 
geoscientists 
and a 
reproduction 
study 2019 10.1080/13658816.2018.1508687

Reproducibility is a cornerstone of science and thus for geographic research as well. However, studies in other disciplines such as 
biology have shown that published work is rarely reproducible. To assess the state of reproducibility, specifically computational 
reproducibility (i.e. rerunning the analysis of a paper using the original code), in geographic research, we asked geoscientists about 
this topic using three methods: a survey (n = 146), interviews (n = 9), and a focus group (n = 5). We asked participants about their 
understanding of open reproducible research (ORR), how much it is practiced, and what obstacles hinder ORR. We found that 
participants had different understandings of ORR and that there are several obstacles for authors and readers (e.g. effort, lack of 
openness). Then, in order to complement the subjective feedback from the participants, we tried to reproduce the results of papers 
that use spatial statistics to address problems in the geosciences. We selected 41 open access papers from Copernicus and Journal 
of Statistical Software and executed the R code. In doing so, we identified several technical issues and specific issues with the 
reproduced figures depicting the results. Based on these findings, we propose guidelines for authors to overcome the issues around 
reproducibility in the computational geosciences.

Geowissens
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Methodenreproduzierbarkeit;
Erfahrung von Forschenden

ACM Xu H,Zhang N

Confidence 
Levels for 
Empirical 
Research 
Using Twitter 
Data 2018 10.1145/3183654.3183684

Concerns of a "reproducibility crisis" in scientific research have become increasingly prevalent. The field of meta science - the 
scientific study of science itself - is thriving and has examined the existence and prevalence of threats to reproducible and 
robust research in designed experiments or surveys. Nonetheless, largely missing are replication efforts devoted to 
examining empirical studies with "organic data" - e.g., data organically generated by ubiquitous sensors or mobile 
applications, twitter feeds, click streams, etc. Given the growing popularity of using Twitter as the source of research data in 
psychology, we must take proper care of the data handling process if Twitter as a data source is to be a robust, reliable, and 
reproducible endeavor into the future. Our research studies scholarly publications in psychology to establish the confidence 
(or the lack thereof) in their handling practices of Twitter data.
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Quantifying 
the 
reproducibility 
of 
scientometric 
analyses: a 
case study 2018 https://scholarlypublications.universiteitleiden.nl/access/item%3A2732795/view

Thus, the main aim of this study is to quantify the reproducibility of a sample of scientometric studies by examining the 
availability of different artifacts. To do this, an empirical evaluation of a set of 285 articles published in the journal 
Scientometrics in 2017 was carried out. This provides us with a good perspective on the degree of reproducibility in the field 
of scientometrics.
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Research 
method in AI: 
Reproducibility 
of results 2017

https://ntnuopen.ntnu.
no/ntnu-
xmlui/bitstream/handl
e/11250/2478230/159
95_FULLTEXT.pdf?sequ
ence=1

Reproducibility of published computational research has seen increased interest the last twenty years. Regardless of 
academic field and the impact-factor of journals, studies of reproducibility of computational research have found low rates of 
reproducibility. Common issues relate to the availability of source code and data, even when original authors attempt to 
reproduce their own published research.
In this thesis, we investigate the state of reproducibility in artificial intelligence research. The objective is not to reproduce 
experiments, but to investigate and quantify the state of reproducibility in artificial intelligence research. Two hypotheses 
were investigated: 1) Documentation of AI research is not good enough to reproduce results, and 2) Documentation practices 
have improved in recent years. 400 research papers from two instalments of two top AI conference series, IJCAI and AAAI, 
have been surveyed to investigate the hypotheses. The results of our survey support the first hypothesis, but not the second. 
While common usage of public datasets is widespread, sharing of code is lagging behind. Facilitating sharing of source code, 
and data without disrupting the peer review process are necessary to improve the situation.
The contribution efforts of the research in this thesis are: (i) a survey design for evaluating documentation of published 
papers, (ii) an evaluation of two leading AI conference series, and (iii) suggested incentives to facilitate the reproducibility of 
AI research. AI
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Ergebnisreproduzierbarkeit;
Datenverfügbarkeit
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Stakeholder Aufstellung Hypothese/ForschungsfrageStudiendesign Technische Umgebung Datenerhebung Rohdaten Preprocessing Datenanalyse Dateninterpretation Begutachtung Veröffentlichung Archivierung Grundlegendes

Forschende

Klare Definition vor 
Forschungsbeginn, einschl. 
Hyperparamtergrenzen, 
Auswahlmethodik, 
Vorabexploration

Umfassende methodische 
Dokumentation einschl. 
Vorannahmen und 
Limitierungen; positionality 
statements; Erstellung 
Datenmanagementplan

Verwendung dedizierter, 
isolierter Umgebungen oder 
Nutzung von Research-
Plattformen/Scientific Data 
Management Systems; 
übersichtliche Projektsturktur; 
Versionierung; Literate 
Programming; utzung von 
Tracking Tools zur Metadaten-
Erhebung

Anleitung zur Erhebung; 
umfassende Dokumentation 
(data sheets, data 
statements, value statement)

Sicherung des 
unbearbeiteten Datensets 
mit allen Metadaten zur 
Provenienz und ggf. 
Einwilligungserklärung der 
Betroffenen

Dokumentation aller 
Bearbeitungsschritte und 
Annotationsrichtlinien, 
einschl. Begründung der 
Entscheidungen; Cross-
Checks durch 
Domänenexpert*innen;  
Sicherung aller 
Zwischenschritte

Ausschluss/Kontrolle von 
stochastischen Elementen; 
korrekte Trennung Test-
/Trainings-
/Validierungsdaten; 
Dokumentation aller Splits, 
Funktionen und Parameter 
(Model Cards, Model Info 
Sheets); Mehrfachanalyse

Richtige Auswahl und 
Anwendung der 
Evaluierungsmetriken; 
Rückbezug auf 
Forschungsfrage/Studiendesi
gn/Datenset; Vermeidung 
von p-hacking, p-fishing, 
HARKing; zusätzliche 
Validierung außer 
Signifikanztests, z. B. durch 
Effektstärken, Bayes'sche 
Statistik; ggf. Validierung 
gegen Benchmark-Datensets 
und in anderen techn. 
Umgebungen

ggf. Vorabveröffentlichung 
(pre-print) für begleitendes 
open peer-review

Vollständige 
Veröffentlichung aller Daten 
(Datenschutz beachten), des 
ausführbaren Codes (als 
Container oder VM; ggf. 
Package) und  
Dokumentation mit 
disziplinspezifischen 
Metadaten; vollständiger 
Nachweis der Autorenschaft; 
Zitationskontrolle; PIDs; 
Lizenzen (Nutzung von 
Checklisten); 
Veröffentlichung möglichst 
Open Access (je nach 
Mandat Forschungsförderer)

Sicherstellung der 
langfristigen Archivierung

Kulturwandel; Bottom-Up-
Initiativen, Weiterbildung

Infrastrukturanbieter

Bereitstellung von Science 
Gateways/Research 
Platforms u. ä. mit 
automatisiertem Metadaten-
Tracking und Packaging

Allgemeine oder Fach-
Repositorien (falls nicht 
beim Publikationsträger)

Allgemeine oder Fach-
Repositorien für 
Langzeitarchivierung 
(Auffindbarkeit, PIDs, 
angepasste 
Zugangsregelungen, ggf. 
Löschung 
veralteter/zurückgezogener 
Daten); Siegel: CoreTrust, 
nestor

Dauerhaft gesicherte 
Infrastruktur

Publikationsträger; 
Konferenzen Registered Reports

Infrastrukturen für 
Reproducibility Reviews; 
Ausbildung und Anreize für 
zusätzliche Begutachtung 
oder dedizierte 
Gutachter*innen; neue 
Begutachtungsformen – split-
reviews, registered reports; 
Journal-Metrik TOP-Factor

Submission/Reproducibility 
Guidelines; Infrastrukturen 
für 
Komplettveröffentlichungen 
(Paper, Daten, Code); 
Veröffentlichung von 
Reproduktionsstudien und 
negativen Ergebnissen; 
Reproducibility 
Challenges/Tracks/Panels

ggf. langfristige oder zeitlich 
limitierte Aufbewahrung

Kulturwandel; Anreizsysteme; 
Weiterbildugnsangebote

Forschungsförderer
Pre-Registration, Registered 
Reports

Leitlinien für gute 
wissenschaftliche Praxis

Leitlinien für 
Reproduzierbarkeit; dedizierte 
Mittel für 
Reproduzierbarkeit/Dokument
ation

Mittel für/Forschung zu Data 
Work

Forschung zu Benchmarks, 
Metriken und 
Evaluierungsmethoden Aufbau NFDI

Kulturwandel; Anreizsysteme; 
Weiterbildugnsangebote; 
Forschung zu Grundlagen, 
Metastudien

Politik
Finanzierung von Infrastruktur 
und Personal Finanzierung NFDI

Rechtliche und ethische 
Rahmenbedingungen

Institutionen (Lehre, 
Vermittlung)

Leitlinien für gute 
wissenschaftliche Praxis; 
bessere Vermittlung von 
wiss. Methodenkompetenz

Leitlinien für 
Reproduzierbarkeit; 
Vermittlung techn. 
Methodenkompetenz; 
Unterstützung durch 
Anlaufstellen für FDM

Vermittlung von 
Datenkompetenz Vermittlung Kompetenzen

Kulturwandel; Anreizsysteme; 
Weiterbildugnsangebote


